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1. DOUBLE SECURE CLOUD MEDICAL DATA USING EUCLIDEAN DISTANCE-BASED

OKAMOTO UCHIYAMA HOMOMORPHIC ENCRYPTION

M. Anisha and V. Adlin Beenu

Abstract — Electronic Medical Records (EMRs) are

computerized copies of paper records used in healthcare .
settings. Data from these systems allows doctors to [ V. :
quickly access and manage patients' medical records at o
healthcare institutions. Medical data security safeguards
patients' rights and the duties of healthcare workers.
Sharing such medical records with another medical
organization is challenging for them. Cloud computing
(CC) is the most effective way for storing this sort of data
and addressing these issues. In this research a novel Toput Tmage
DOuble SEcure MEDical Cloud data (DOSE MED)

technique has been proposed that enhances privacy and

security of medical data. The proposed DOSE MED

T

method consists of three stages namely, registration phase, encryption phase and storage/decision phase. The proposed method
utilizes Okamoto Uchiyama's homomorphic encryption technique to add prediction capability on the cloud which paves the way
for disease prediction by medical practitioners. Euclidean distance-based classifier has been used for predicting data without
decrypting it. The security findings demonstrate that the proposed DOSE MED provides selective security for the chosen keyword

assaults. Performance analysis and real-world simulation trials demonstrate that this system is both efficient and practicable.

Keywords — Okamoto Uchiyama homomorphic encryption, Electronic Medical Records, Cloud computing.

2. GASTRIC CANCER DETECTION VIA DEEP LEARNING IN IMAGE PROCESSING

R. Tharani and C. Jasphin

Abstract — Gastric cancer (GC) is one of the leading causes of mortality from cancer
around the world. It primarily affects older persons. Every year, almost six out of ten
persons diagnosed with stomach cancer are above the age of 65. This paper proposed a
novel GAstric cancer Detection using DEep LEarning (GADDLE) to identify the gastric
cancer in an CT image. Initially the input images are pre-processed using the Gaussian
adaptive bilateral filter to enhance the quality of the image. Therefore, the pre-processed
images are fed into RegNet feature extraction model to for extracting the features in the
image. The best features are selected by using the Dingo Optimization Algorithm. Finally,
the normal and the abnormal case of the GC are classified using Link Net model. The
GasHisSDB datasets are used to evaluate the performance of the proposed method of
specific matrices such as Specificity, Recall, Accuracy, Precision and F1-Score. The
suggested Link Net improves accuracy by 2.43%, 4.89%, and 1.98% compared to Alex
Net, Google Net, and ResNet, respectively.

Keywords — Gastric cancer, Link Net, Dingo Optimization, Reg Net.
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3. DNA ENCRYPTION-BASED SECURE ACCESS CONTROL AND DATA SHARING IN
AN ENABLED CLOUD ENVIRONMENT

A.R. Aarthy and K. Vinoth Kanth

Abstract — loT and cloud service providers are
vulnerable to both internal and external threats
consequently it is not possible to fully trust them with
sensitive customer data. The cloud should offer a
mechanism for the user to verify if the integrity of his
data is being maintained or if it has been
compromised, as the user cannot physically judge the
data. Cloud computing is the best solution for storing
this type of data. 10T has introduced secure data
sharing and access management to prevent this issue.
However, centralized access control presents a
number of difficulties. The goal is to develop a novel
DNA Encryption-based Secure Access Control and ¢

Sharing (DESACS) technique that has been proposed

in an loT-enabled Cloud environment which enhances DNA Encryption

the privacy and security of 10T data. The privacy of

10T has been increased by encrypting the data using the DNA cryptography (DNAC) encryption technique. It offers fresh hope for
breaking invincible algorithms. This is a result of DNA computing's increased speed, low storage needs, and power consumption.
In contrast to traditional storage media, which require 1012 nm3/bit, DNA stores memory at a density of roughly 1 bit/nm3.
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Keywords — Internet of Things, DNA, Cloud, DNA Encryption

4. IT EMPLOYEES STRESS DETECTION BASED ON YOLO DEEP LEARNING
ALGORITHM

S. Abinisha and S. S. Pooja

Abstract — Stress related disorders are

extremely prevalent among workers in i N _ifﬁ""""_ i tiock .:— e :
the corporate sector. The high demands a ! f;’h_.c-;f—_:l?_. :
and | exten(:er?l Wlordkt hou_rs of IT - E £ - S Y %".
employment have led to an increase in » i i —h S |
stress among IT workers. In this paper i & I i

| h i

a novel STress DEtection on it
employees using YOLO deep learning
(STEP-YOLO) has been proposed for
detecting the Stress on IT Employees. Initially, the input images are pre-processed in this pre-processing image acquisition and
image processing are done to enhance the image. The features are extracted from the pre-processed image it extracts the feature
whether they are happy, sad or neutral. Finally, the objects are detected using the YOLOVS5 technique to detect the stress on IT
employees. The proposed STEP-YOLO achieves an accuracy rate of 99.35% and an overall accuracy rate of 0.94%, 1.61% and
0.7% which is comparatively higher than the existing methods such as UBFC-Phys, PSS and SAD. The proposed method takes
0.18 milliseconds to detect the stress on IT employees which is comparatively less than the existing methods respectively.
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Keywords — YOLOV5, Deep Learning, Stress Detection, IT Employees.



5. DEEP LEARNING MODEL FOR ACCURATE BRAIN TUMOR DETECTION USING CT
AND MRI IMAGING

R. Abirami and P. Krishna Kumar

. ° %O

Abstract — Brain tumors (BT) are a very common,
deadly condition with a very poor prognosis at the
most aggressive grade. BT represent a prevalent and
fatal condition with particularly poor prognosis at .
advanced stages. Accurate diagnosis and MRI Imiages .

&

.,

Normal

—_—
classification are critical for effective treatment
Plesdtary Tumor

planning and patient care. This study introduces a

novel deep learning-based algorithm for early BT

detection using CT and MRI images. The proposed

model enhances image quality using Adaptive T Images _ Glioma Tumor
Trilateral filtering, extracts feature via the Chillicatn

MobileNet model, selects relevant features through

the Tyrannosaurus optimization algorithm, and classifies brain tumors with a Deep Belief Network (DBN). The model categorizes
tumors into three classes: pituitary tumor, no tumor, and glioma tumor. In comparison to conventional deep learning networks, the
model performs better in experiments using the BRATS2020 dataset, reaching a 99.3% accuracy rate and great dependability. This
paper offers significant improvements in automated brain tumor detection, promising better patient outcomes through early and
precise diagnosis.

Keywords — Brain Tumor, Deep Learning, Deep Belief Network, Mobile Net.
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Abstract - Electronic Medical Records (EMRs) are
computerized copies of paper records used in healthcare
settings. Data from these systems allows doctors to quickly
access and manage patients' medical records at healthcare
institutions. Medical data security safeguards patients' rights
and the duties of healthcare workers. Sharing such medical
records with another medical organization is challenging for
them. Cloud computing (CC) is the most effective way for
storing this sort of data and addressing these issues. In this
research a novel DOuble SEcure MEDical Cloud data (DOSE
MED) technique has been proposed that enhances privacy and
security of medical data. The proposed DOSE MED method
consists of three stages namely, registration phase, encryption
phase and storage/decision phase. The proposed method utilizes
Okamoto Uchiyama's homomorphic encryption technique to
add prediction capability on the cloud which paves the way for
disease prediction by medical practitioners. Euclidean distance-
based classifier has been used for predicting data without
decrypting it. The security findings demonstrate that the
proposed DOSE MED provides selective security for the chosen
keyword assaults. Performance analysis and real-world
simulation trials demonstrate that this system is both efficient
and practicable.

Keywords - Okamoto Uchiyama homomorphic encryption,
Electronic Medical Records, Cloud computing.

1. INTRODUCTION

"Cloud computing" refers to the supply of numerous
internet services such as networking, processing power, and
storage [1]. This approach improves scalability, flexibility,
and cost-efficiency by enabling users to access and store data
and programs on remote servers rather than local hardware
[2]. The main cloud service providers are Google Cloud
Platform, Microsoft Azure, and Amazon Web Services
(AWS). CC supports diverse applications from web hosting
to big data analytics and machine learning [3,4].

ISSN: XXXX-XXXX

Cloud computing in Electronic Medical Records
(EMRs) enhances the storage, accessibility, and security of
patient data [5]. It allows healthcare providers to access and
update patient records in real-time from any location,
improving collaboration and patient care. Cloud-based
EMRs also offer scalable storage solutions and robust etc.
[6]. Additionally, they enable compliance with regulations
through advanced security measures and encryption. This
technology supports telemedicine, facilitating remote
consultations and continuous patient monitoring [7].

Security of medical data is crucial to protect sensitive
patient data from breaches and unauthorized access [8]. This
includes robust encryption, safe access restrictions, and
frequent audits to assure data integrity and confidentiality.
Compliance with standards such as HIPAA (Health
Insurance Portability and Accountability Act) is critical,
which requires special precautions for EHRs [9,10].
Additionally, educating healthcare staff on best security
practices and using advanced threat detection systems can
mitigate risks and enhance overall data security. The major
contribution of the work has been followed by

e The proposed DOSE MED method consists of
three stages namely, registration phase, Encryption
phase, and storage/decision phase.

e In the registration phase, the patient and medical
centre must have to register their identity with the
network administrator to receive the medical EHR.

e In the Encryption phase, the medical centre
generates an encrypted medical data by using DNA
combined with Okamoto Uchiyama and stores in
cloud storage.

¢ Inthe Storage/decision phase the encrypted medical
health records from Medical Centre, will be
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computed without being decrypted and takes
decision about prediction based on Euclidean
distance classifier.

The remaining portion of the work has been followed by,
section 2 represents the literature review of the proposed,
section 3 represents the proposed methodology, section 4
represents the introduction of the proposed, and section 5
represents the conclusion and future work of the proposed
methodology.

2. LITERATURE SURVEY

The objective of the literature survey is to provide a
concise overview as well as full information regarding
current systems. The purpose of the literature survey is to
thoroughly define the technical specifics associated with the
primary project in a brief and straightforward way.

In 2023 Boomija, M.D. and Raja, S.K., [11] developed
the Secure Partially Homomorphic Encryption (SPHE)
algorithm to encrypt the data that is outsourced and to operate
on the ciphertext by multiplying and dividing it. This
technique is especially useful for computing on data that is
outsourced and protecting patient electronic health records.

In 2023 Rahmani, P., et al., [12] developed a
revolutionary technique for relational databases that
combines data concealing and secret sharing to safeguard the
confidentiality and secrecy of secret characteristics. One or
more cover characteristics in a relation are embedded into
one or more hidden attributes in the same relation. A set of
shares columns is designed to seem to be connected with just
the cover attributes.

In 2022 Pan, H., et al., [13] suggested an loT medical
data sharing program with cloud-chain collaboration and
policy fusion. A dispute resolution and fusion technique that
permits co-authorization of medical data by the patient and
the physician is introduced in relation to asymmetric access
control rights. Experiments proved that the suggested

technique is feasible, and the security analysis indicated that
it meets the requirements of secrecy and verifiability of the
recovered information.

In 2022 Kartit, A., [14] proposed a new strategy for
maintaining data secrecy, based on Hadoop MapReduce
operations and a multi-agent system. Furthermore, to build
intelligent distributed computing for effective management
of Virtual Machine (VM) workloads, a method based on the
Bat Algorithm (BA) was adopted.

In 2023 Alabdulatif, A., et al., [15] proposed a new
cloud-based hybrid access control system for securing
medical big data in healthcare enterprises. The study's
findings indicate that the access control approach can resist
the majority of assaults and serve as the cornerstone for
further secure and safe medical big data solutions.

In 2022 Ramachandra, M.N., et al., [16] developed the
use of the Triple Data Encryption Standard (TDES) approach
to secure massive data in cloud environments. By making the
Data Encryption Standard (DES) keys larger, the suggested
TDES approach offers a comparatively easier solution to
safeguard data privacy and prevent assaults. The outcomes of
the trial demonstrated how well the suggested TDES
approach secures and protects massive healthcare data on the
cloud.

In 2022 Alluhaidan, A.S., [17] presented a unique
method for guaranteeing storage and access safety using
integrated transformed Paillier and KLEIN algorithms
(ITPKLEIN-EHO), which leverages elephant herd
optimizations (EHOs) to offer lightweight features. This
proposed method's experiments on several EEG data sets for
implementation are conducted using MATLAB.

3. PROPOSED METHODOLOGY
In this research a novel DOuble SEcure MEDical Cloud

data (DOSE MED) technique has been proposed that
enhances privacy and security of medical data.

Binary || DNA L} Okamoto uchiyama
conversion sequencing | -
Input image T l
Encrypted data
- l _ | Tumor/
Cloud double secure non \
- - tumour
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Figure 1. proposed methodology
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The proposed DOSE MED method consists of three
stages namely, registration phase, encryption phase and
storage/decision phase. The proposed method utilizes
Okamoto Uchiyama's homomorphic encryption technique to
add prediction capability on the cloud which paves the way
for disease prediction by medical practitioners. Euclidean
distance-based classifier has been used for predicting data
without decrypting it. The security findings demonstrate that
the proposed DOSE MED provides selective security for the
chosen keyword assaults.

The identity theft, will result in major financial troubles
as well as a great deal of inconvenience in the life that can
last for years. But it far worse in certain respects. If an
identity thief tampers with the medical data, the file may
contain inaccurate information about user’s medical history
and diagnosis. An OU algorithm is then used to encrypt the
DNA sequences. After encryption, the encrypted image can
be safely stored in the cloud. Using Euclidean distance
classifier, the images can be compared for prediction.

The architecture of the proposed DOSE MED method is
depicted in Figure 1. The suggested plan established a secure
conduit for the provably safe storage of electronic medical
records. To be more precise, the physician makes a diagnosis
and creates a medical record after the patient registers on the
hospital system. The medical facility must keep the records
on file so that the patient may access his information at any
time and the researcher can always find out specifics.
Medical records must be encrypted before being saved as
they include information pertaining to the patient's private.
Here, the data are encrypted using DNA OU-HE server and
then uploads it to the database for storage.

3.1. Binary Conversion

Binary conversion is the process of converting a number
from the decimal (base-10) system to the binary (base-2)
system. In binary, each digit represents a power of 2, starting
from 270 on the right. For example, the decimal number 10
is converted to binary by determining the highest power of 2
less than or equal to 10, which is 8 (273). The next highest
power of 2 is 2 (2*1), and then 0 (2°0). Therefore, 10 in
decimal is represented as 1010 in binary. This method
involves repeated division by 2 and recording the
remainders.

3.2. DNA Sequencing Conversion

Deoxyribose Nucleic Acid is the abbreviation for DNA.
DNA is a polymer made up of deoxyribonucleotides, which
are monomers. Each nucleotide is made up of three
fundamental components: deoxyribose sugar, phosphate
group, and a nitrogenous base. Purines (Adenine and
Guanine) and pyrimidines are the two forms of nitrogenous
bases (Cytosine and Thymine). They are denoted by the
letters A, G, C, and T. G connects to C, while A bindsto T.
The binary values for the DNA bases are displayed in Table
1. The order of bases may be ascertained by DNA
sequencing, and in simple sequence format, they can be
illustrated by a single letter.

Table 1. Binary values for DNA Bases

DNA BINARY VALUES
A 00
G 01
C 10
T 11

DNA encryption is the technique of using a statistical
approach to hide genetic information to increase genetic
privacy in DNA sequencing operations. The goal is to figure
out the approaches that are reliable and the role of legislation
in assuring that the genetic privacy is protected indefinitely.

3.3. Okamoto Uchiyama [OU]

The OU cryptosystem was created in 1998 by Tatsuaki
Okamoto and Shigenori Uchiyama. It is a public key
cryptosystem. It makes use of (Z/nz) *, the multiplicative
group of integers modulo n. N applies the p2q evaluation,
where p and g are big prime numbers.

3.3.1. OU Homomorphic Encryption [OU-HE]

HE is the procedure of encoding data into ciphertext that
can be parsed and employed like the original ciphertext. OU
Homomorphic encryption enables complex mathematical
operations on encrypted data without needing decryption.
OU claims that the OU cryptosystem satisfies the
requirements for homomaorphic encryption (HE) in this work.
With HE, encrypted data may be computed without needing
to be initially decrypted. Data owners that need to transmit
data to the cloud for processing but do not trust the service
provider with the unencrypted data frequently utilize HE.
The data owner transmits the data to the server after
encrypting it using a HE technique. Without first decrypting
the data, the server then uses the encrypted data to carry out
the required calculations and sends the encrypted results back
to the data owner. Since the private key is unigue to the data
owner, only they are able to decipher the outcome. Figure 2
illustrates the example of the OU Homomorphic encryption.

Third party cloud
service provider

Figure 2. Homomorphic Encryption
3.3.2. OU Homomorphic Decryption

Decryption technology transforms encrypted code or
data into a form that can be easily understood and read by
humans or machines. This is basically called decrypting
encrypted data. This happens on the receiving side. Messages
can be decrypted using private or private keys. The diagram
below clearly shows the decryption technique and the
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ciphertext. H. The ciphertext is converted back to the original
message.

3.4. Euclidean distance classifier

Euclidean distance is the most widely used point-to-
distance measurement. Based on this distance metric, the
classifier is straightforward and easy to use. The Euclidean
distance rule uses the mean class values as class centers to
compute pixel-center distances. This technique is superior
for classifying a monogenous area at the main level. Its quick
classification time is what makes it advantageous. Euclidean
distance can be used as a basic similarity measure to compare
pixel values between an image under consideration and a
reference image (e.g., a healthy image). If the Euclidean
distance is significantly different from a threshold, it might
indicate the presence of a disease or anomaly. Since
Euclidean distance vyields superior results than other
techniques of distance estimation, it is employed. Since the
method does not make judgments based on the original data,
it is nonparametric. The following formula can be utilized to
evaluate the Euclidean distance (Figure 3).

D=\(A —-YB)?+ (4, —B,)* +-+ (4, — B)? (1)
A

Y, B (X,-Y,)

v
S

X, %

Figure 3. Calculation of Euclidean distance

Based on the difference in the pixel values the disease
will be predicted by using the reference image that is
encrypted and stored in the cloud.

4. RESULT AND DISCUSSION

The framework's assessment metrics specify the
stakeholders, functions, and addressed problems to help meet
privacy standards. This study's novel setup was developed
using MATLAB 2019b, a deep learning toolkit.

100 200 300 400 300 600 00 800
File size (mb)

Figure 4. Performance analysis of key generation in DOSE
MED

The graphical representation of the suggested technique
for key generation is given in Figure 4. The recommended
technique's key generation is compared to its file size. The
file size of the suggested approach varies from 100 to 800
MB depending on the key generation. The recommended
solution has a file size of 100 MB and generates keys in 487
milliseconds. The suggested technology generates keys in
323 milliseconds and has a file size of 600 megabytes. The
key generation of the suggested methodology varies
according on the file size of the proposed method.

Figure 5 depicts the suggested method's encryption time
depending on encryption time. The proposed model
encryption time is evaluated using data that can be encrypted
with the encryption algorithm. The encryption time can be
estimated using the proposed method's file size. The
method's encryption time varies depending on the file size of
the suggested method.
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Figure 5. Performance analysis of encryption time in

DOSE MED
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Figure 6. Encryption time comparison

A comparison of the proposed technique and the existing
techniques is shown in Figure 6. The encryption time of the
suggested DOSE MED technique is better than the existing
method BACK method. This encryption time of the
technique is based on the file size of the method which varies
from 100 to 800 Mb. By comparing the proposed and the
existing method, the proposed method is very much better
than the existing method.

A comparison of the proposed technique and the existing
techniques is shown in Figure 7. The encryption time of the
suggested DOSE MED technique is better than the existing
method BACK method. This encryption time of the
technique is based on the file size of the method which varies
from 100 to 800 Mb.
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Figure 7. Decryption time comparison
5. CONCLUSION

In this paper a novel Double Secure medical Cloud data
(DOSE MED) wusing DNA Okamoto Uchiyama
homomorphic encryption technique has been proposed in
this work. Through the use of OU-HE technology, the
method offers effective access control for electronic medical
records, preventing unauthorized individuals from viewing
the patient's confidential information. In addition, the
Euclidean distance classifier aids in data prediction, data
originality and traceability, and the resolution of central
authority security deficiencies. All of these factors were
taken into consideration while utilizing the cloud storage
platform to guarantee the safe storage of medical data.
However, this scheme still has some shortcomings, such as
the access privilege and require specialized storage
infrastructure and may lead to increased storage costs, then
the Error Rates of the data stored. The proposed secure data
transmission scheme will be extended to work in an
uncontrolled environment in future by focusing on enhancing
the efficiency and security of DNA-based OU-HE methods.
This includes developing more robust encryption algorithms
that can handle larger medical images and reduce
computation overhead.
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Abstract — Gastric cancer (GC) is one of the leading causes of
mortality from cancer around the world. It primarily affects
older persons. Every year, almost six out of ten persons
diagnosed with stomach cancer are above the age of 65. This
paper proposed a novel GAstric cancer Detection using DEep
LEarning (GADDLE) to identify the gastric cancer in an CT
image. Initially the input images are pre-processed using the
Gaussian adaptive bilateral filter to enhance the quality of the
image. Therefore, the pre-processed images are fed into RegNet
feature extraction model to for extracting the features in the
image. The best features are selected by using the Dingo
Optimization Algorithm. Finally, the normal and the abnormal
case of the GC are classified using Link Net model. The
GasHisSDB datasets are used to evaluate the performance of
the proposed method of specific matrices such as Specificity,
Recall, Accuracy, Precision and F1-Score. The suggested Link
Net improves accuracy by 2.43%, 4.89%, and 1.98% compared
to Alex Net, Google Net, and ResNet, respectively.

Keywords — Gastric cancer, Link Net, Dingo Optimization, Reg Net.
1. INTRODUCTION

Gastric cancer is the fifth most common cancer
worldwide and the third greatest cause of cancer-related
death [1]. Every year, more than a million new instances of
stomach cancer are reported worldwide, making it a major
public health concern. GC is still the third most prevalent
cause of cancer-related death globally, despite a reduction in
incidence and mortality over the last 50 years [2]. There are
numerous immutable risk factors for stomach cancer,
including age, sex, and race/ethnicity. Some risk factors, like
smoking, eating a diet high in nitrates and nitrites, and having
Helicobacter pylori infection, are under your control [3]. The
survival percentage of patients with stomach cancer varies
significantly based on their diagnosis date. Early detection of
stomach cancer can lead to a survival rate of more than 90%
[4]. GC incidence varies widely, with higher frequencies in
Asia, Africa, South America, and Eastern Europe. In Western
countries, the number of patients in the proximal stomach
appears to be growing, despite a consistent drop in absolute
incidence over recent decades [5].

ISSN: XXXX-XXXX

In recent years, with the introduction of deep learning,
artificial intelligence (Al) has increasingly been used in
medical image processing and has displayed excellent
performance in recognizing lesions under upper or smaller
endoscopy of the stomach in different modes, such as WLE,
ME-NBI, or blue laser imaging [6]. A deep learning
technique identified stomach cancer with a sensitivity of
nearly 100% and a specificity of 80.6% in 3212 real-world
WSIs scanned by multiple scanners. In an internal test, the
algorithm fared comparable to 12 pathologists in terms of
assessment [7]. The Efforts are being made to improve
imaging technologies and develop models for predicting the
lymph nodal status of patients with early gastric cancer, but
the diagnostic accuracy of endoscopic ultrasonography
(EUS) and enhanced computed tomography (CT) for LNM
prediction remains unsatisfactory [8]. Personalized therapy
strategies for stomach cancer rely on accurate outcome
prediction [9]. Therefore, novel technique has been proposed
to gastric cancer in an CT image. The suggested work's main
contribution is as follows.

e Initially, the input photos are pre-processed with a
Gaussian adaptive bilateral filter to improve their
quality.

e Therefore, the pre-processed images are fed into the
Reg Net model for extracting the features in the
image.

e Afterward the best features are selected from the
extracted features utilizing Dingo Optimization
algorithm.

e Finally, the normal and abnormal cases of the GC is
classified employing Link Net model.

The rest of this study's sections are explained below:
Section 11 reviews the research in light of existing literature.
Section 111 provides a comprehensive description about the
proposed system. The conclusion is found in Section V,
whilst the results and discussion are in Section IV.

OKITS PRESS Publications



R. Tharani etal. / IJSDC, 02(01), 7-13, 2024

2. LITERATURE SURVEY

The detection of gastric cancer forms using deep
learning techniques has been part of numerous studies in
recent years. A quick summary of a few current research
papers is given in the section as follows.

In 2020, Li, L., et al [10] suggested a method for
analysing stomach mucosal lesions detected by M-N [BI that
is based on convolutional neural networks (CNNs). The
Microvascular architecture and the micro surface structure of
gastric mucosal lesions are observed using Magnifying
Endoscopy with Narrow Band Imaging (M-NBI), which has
been used to investigate early stomach cancer. The CNN
system's sensitivity, specificity, and accuracy for early
diagnosis of gastric cancer were 91.18%, 90.64%, and
90.91%, respectively.

In 2020, Horiuchi, Y., et al [11] suggested a technique
towards the early identification of gastric cancer (EGC), This
allows the adoption of less intrusive cancer treatments. The
primary goal is to investigate the extent to which the CNN
system can diagnose gastritis and EGC using ME-NBI. The
CNN accurately classified 220 out of 258 ME-NBI images,
demonstrate the accuracy rate of 85.3%. In the future, the
CNN system and endoscopists will be able to diagnose cases
by confirming by biopsy whether the lesions are due to
gastritis or gastric cancer.

In 2021, Wang, J. and Liu, X., [12] proposed a Deeplab
v3+ neural network-based automatic model for gastric cancer
segmentation. It evaluates the sensitivity, specificity,
accuracy, and dice coefficient of a multi-scale input Deeplab
v3+ network to SegNet and ICNet. Similar to the SegNet and
Faster-RCNN models, Deeplab v3+ has an accuracy of
95.76% and a Dice coefficient of 91.66%, which is more than
12% higher. Future research should concentrate on
evaluating and enhancing techniques to produce DL models
for cancer diagnosis that perform better.

In 2022, Chen, H., et al [13] proposed a multi-scale
visual transformer model for gastric histopathological image
detection known as GasHisTransformer (GHID). The
suggested approach will enable automatic worldwide
detection of stomach cancer photos. With accuracy rates of
96.43% and 97.97%, GasHisTransformer and LW-GasHis-
Components are tested using a dataset of stomach cancer
histology. The techniques like few-shot learning and domain
adaptation to address this issue in further research.

In 2021, Lee, S.A., et al [14] proposed a CADx method
to diagnose and categorize cancerous diseases such gastric
polyps, gastric ulcers, gastritis, and bleeding from cases of
gastric cancer. In order to choose efficient treatment
alternatives without requiring a surgical biopsy, this process
may be quite important. In classifying cancer and non-cancer
cases, this method achieved 96.3% accuracy. In the future,
this study's findings will be confirmed by using the CADx
system on a bigger, independent data set.

In 2022, Su, F., et al [15] suggested a deep learning (DL)
system that uses hematoxylin-eosin (HE) to directly detect
microsatellite instability (MSI) and interpretable tumor
differentiation grade in gastric cancer. This method will

gather pathological information regarding the formation of
glandular structures, which is essential for differentiating
between PDA and WDA. Applying the best tile fusion
classifier, the integrated system achieved automatic patient-
level MSI diagnosis with an accuracy of 83.87%.

In 2022, Wu, L., et al [16] proposed a system using deep
learning to address numerous aspects of early gastric cancer
diagnosis, including as recognizing and forecasting cancer
and detecting stomach neoplasms. For a national human-
machine competitors, this technique provides a cutting-edge
comparison of the system to endoscopists via real-time films.
The predictive system's accuracy ratings for early gastric
cancer invasion depth and differentiation status were 71.43%
and 78.57% respectively.

The literature review indicates that a number of
techniques focus on CT input image to accurately diagnosis
the gastric cancer in the early stage. Although as previously
mentioned there are certain disadvantages to these
approaches. To overcome this drawback a novel GAstric
cancer Detection using DEep LEarning (GADDLE) have
been proposed to identify GC in CT images.

3. PROPOSED METHOD

This paper proposed a novel GAstric cancer Detection
using DEep LEarning (GADDLE) to identify the gastric
cancer in an CT image. Initially the input images are pre-
processed using the Gaussian adaptive bilateral filter to
enhance the quality of the image. Therefore, the pre-
processed images are fed into RegNet feature extraction
model to for extracting the features in the image. The best
features are selected by using the Dingo Optimization
Algorithm. Finally, the normal and the abnormal case of the
GC are classified using Link Net model (Figure 1).

3.1. Gaussian Adaptive Bilateral filter

The Gaussian Adaptive Bilateral (GAB) Filter is a
bidirectional filtering extension that adjusts its filtering
coefficients based on local image data, creating a dependable
tool for image denoising with edge-preserving smoothing.
This filter reduces noise in photos entered during the pre-
processing step. The GAB filter effectively reduces noise
from images while enhancing edge preservation and
smoothness.

The technology suggested has the ability to greatly
improve image quality. The bilateral filter, input image I,
and guiding G are distinct, as illustrated in equation (1):

P(0) = X, W) (G)1, 1)

Equation (1) defines I; as the center point of the input
picture, while equation (2) expresses wf;.

1] @

In equation (2), M, represents the normalizing value,
and the Gaussian spatial kernel is represented by exp

[~ Lpz |2. The GAB kernel evaluation factor is expressed
“Pe
in the following equation.
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Figure 1. Work flow of proposed (GADDLE) block diagram

3.2. RegNet

Statistical features such as average, median, variation,
normalized entropy, standard deviation, and Kurtosis are
extracted from photos using RegNet during the feature
extraction process. The graphical function is based on the
lightweight and efficient RegNet foundation. RegNet
proceeds in four steps with ever less pixels, employing a
succession of comparable units. The subsequent section A™
represents the module output, A*~! represents the feature
map for the nth module. The pooling method is frequently
used in featured systems to reduce the overall amount of
feature representations by performing the required analysis.
Stride (s=1) was employed to achieve maximum pooling.
The framework's maximum input size is 224x224, which is
the standard dimension of data for RegNet networks.

P} = ReLU(qm(wiz * Y{" + bi3)
[A™, D™] = ReLU(qm(conLSTM (Z5[A™1, D"1])))

(4)
(®)

The input of ConLSTM inside the module is represented
by the entry entity P} and the previous output of
ConvLSTM A™ in equation (5). The ConvLSTM determines
whether the data inside the memory cell is supplied to the A™
output hidden characteristic map based on the inputs source.

3.3. Improved Dingo Optimization (IDO)

Improved Dingo Optimization's (IDO) optimization
methodology is designed for feature selection, hence
optimizing data and providing relevant features. Finding the
most effective real-world system solutions is a difficult
undertaking. Because there are plenty fantastic options

accessible. Equation (1) illustrates the improvement in
persecution, scavenging, collective attack, and survival.

8§ = (AF — MF) (6)
__ mean (Z(F-MF))

" mean (X(F-AF)) )

DA =& x (g) @)

In this case, the terms AF and MF represent the best and
worst objective functions, respectively. Fitness is represented
by F, distance by A, generality by Y and p, and arbitrarily by
DA, a value ranging from 0 to 1.

3.4. Link Net

The LinkNet architecture consists of a series of encoder
and decoder units that break down and reconstruct the image,
respectively. Finally, the images go through a few
convolutional layers. The model was created with the goal of
classifying cerebral palsy. LinkNet acts as a real-time
semantic segmentation network. This keeps many of the
image's spatial elements. The procedure comprises
connecting the encoder module's shallow feature map to the
similarly sized decoder module. This method uses the
shallow layer's exact position data to decrease the need for
superfluous computations and parameters, which speeds up
computing without sacrificing precision.

In dilated convolutions, the dilated rate f; represents
subsampling the feature map by a factor of f; — 1 or adding
f; zeros between the kernel weights. Equation (15) calculates
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the size of the resulting f; dilated convolution kernel for a
1*1 dilated kernel with size a; X a;.

G=a+(@q-1)x(fi-1)=fx(g-1)+1 (9

The LinkNet design differs greatly from neural networks
in terms of pixel-wise operation. Its distinctiveness stems
from the connection between the encoder and decoder.
Spatial information is lost during decoding, and retrieving it

from the encoder's output is difficult. LinkNet connects the

encoder and decoder using non-trainable pooling indices.
This link recovers spatial information lost during encoding,
which is critical for the decoder's up sampling. In this
architecture, the decoder has fewer parameters and shares the
knowledge gathered by the encoder. This design contributes
to the creation of a more efficient network for real-time
cerebral palsy classification when compared to existing
architectural models. Link Net Architecture shown in Figure

i
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Figure 2. Link Net Architecture

4. RESULTS AND DISCUSSION

In the following section, the suggested model's
efficiency is assessed using Matlab-2019b. The raw CT
images are acquired from the GasHisSDB dataset [17], and
they are pre-processed into appropriate frames for
subsequent processing. The GasHisSDB dataset consists of
97,076 aberrant picture patches and 148,120 normal patches
of images.

Input Feature Extraction Result

Pre-Processing

Abnormal

Normal

Abnormal

Figure 3. Experimental outcomes of the Proposed model

Figure 3 shows the visualization results of the suggested
model using the acquired dataset. The input CT scans
(column 1) are pre-processed with the GAB filter to remove
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distortions and improve the quality of the input samples
(column 2). At the same time, the pre-processed OCT
pictures are fed into the RegNet model to extract the features
(column:3) in images. Finally, DIO algorithm is used for
feature selection and the Link Net model is utilized for the
classification process to detect Normal, and abnormal cases
(column:4).

4.1. Performance analysis

The abilities of the proposed model were assessed using
particular metrics such as specificity, accuracy, recall,
precision, and F1 score.

=T (10)
Negr+Posg
— Post (11)
PosT+Posf
Recall = —22T (12)
PosT+NegFr
Accuracy = —2oor*Neor (13)
Total no.of samples
PrexRe
F1 score = 2 (PTHRe) (14)

where Pos; and Negy shows the genuine positives and
negatives of the CT imagery. Posr and Neg indicates false
positives and negatives in CT imaging. Table.1 demonstrates
the suggested model's ability to classify various stages of
gastric cancer.
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Table 1. Performance Evaluation of the Proposed Model

Classes Accuracy Precision Recall Specificity | F1 score
Normal 99.07 98.24 96.65 96.08 97.32
Abnormal 99.17 97.02 98.74 95.17 98.05
Table 1 shows the suggested model's usefulness in
categorizing various kinds of lung cancer, such as normal and 304
instances. The suggested model achieves an

atypical
accuracy of 99.12% for the LIDC-IDRI [17] dataset.
Furthermore, the suggested model has overall precision,
recall, specificity, and F1 scores of 97.63%, 97.69%,
95.62%, and 97.68%, respectively.

4|—‘
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Figure 4. ROC curve of the proposed model
Figure 4 depicts the ROC computed for various lung
cancer groups. The obtained CT dataset achieves a higher
AUC. The suggested model produced an AUC of 0.1 for
normal instances and 0.89 for abnormal cases, as assessed by
the TPR and FPR parameters.
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Figure 5. Accuracy curve of the proposed model
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Figure 6. Loss curve of the proposed model

In Figure.5, The accuracy graph has been calculated
using 100 epochs and an accuracy range. When the total
amount of epochs increases, the accuracy for the suggested
model improves. Figure 6 depicts the epochs and loss range,
revealing that as the epochs increase, the loss of the
suggested model reduces. The suggested approach achieves
great accuracy in the identification of the various stages of
stomach cancer using CT scans.

4.2. Comparative analysis

The effectiveness of each neural network was evaluated
to ensure that the results of the proposed model are accurate.
Competence evaluation was conducted between the proposed
model and deep learning classifiers such as Alex Net, Google
Net, and ResNet. The suggested model achieves 99.12%
accuracy, which exceeds that of traditional DL networks.

According to Table 2. The suggested Link Net has a
higher accuracy than classic networks such as Alex Net,
Google Net, and ResNet. Link Net maintains 99.12% high
accuracy ranges. Link Net achieves an accuracy rate that is
more efficient than that of existing approaches. The
suggested Link Net improves accuracy by 2.43%, 4.89%, and
1.98% compared to Alex Net, Google Net, and ResNet,
respectively.

Table 2. Compared to conventional deep learning networks

Techniques Accuracy Specificity Precision Recall F1 score
Alex Net 96.69 94.84 90.31 94.29 95.87
Google Net 94.23 95.59 93.51 94.67 94.43
ResNet 97.14 93.48 95.19 95.78 96.79
Proposed Link Net 99.12 95.62 97.63 97.69 97.68

According to Table 3, the proposed model enhances the
overall accuracy of 2.44%, 5.04% and 4.34% better than
CNN, faster R-CNN, and VGG-16 CNN respectively.
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According to the comparison above, the proposed model
method is more reliable than existing models.
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Table 3. Comparison between the suggested model and the
existing models

Authors Techniques Accuracy
Horiuchi, et al CNN 85.3%
[11]
Wang, and Liu, DeepLab v3+ 91.66%
[12]
Chen, et al [13] GHID 97.97%
Proposed Link Net 99.12%
method

5. CONCLUSION

In this paper GADDLE technique has been proposed to
identify the gastric cancer in an CT image. Initially the input
images are pre-processed using the Gaussian adaptive
bilateral filter to enhance the quality of the image. Then the
pre-processed images are fed into RegNet feature extraction
model to for extracting the features in the image. The best
features are selected by using the Dingo Optimization
Algorithm. Finally, the normal and the abnormal case of the
GC are classified using Link Net model. The GasHisSDB
datasets are used to evaluate the performance of the proposed
method of specific matrices such as Specificity, Recall,
Accuracy, Precision and F1-Score. The suggested Link Net
improves accuracy by 2.43%, 4.89%, and 1.98% compared
to Alex Net, Google Net, and ResNet. In future this research
focus on Al-driven image analysis combined with physical
biomarkers for more accurate stomach cancer detection.
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Abstract — 10T and cloud service providers are vulnerable to
both internal and external threats consequently it is not possible
to fully trust them with sensitive customer data. The cloud
should offer a mechanism for the user to verify if the integrity
of his data is being maintained or if it has been compromised,
as the user cannot physically judge the data. Cloud computing
is the best solution for storing this type of data. 10T has
introduced secure data sharing and access management to
prevent this issue. However, centralized access control presents
a number of difficulties. The goal is to develop a novel DNA
Encryption-based Secure Access Control and Sharing
(DESACS) technique that has been proposed in an loT-enabled
Cloud environment which enhances the privacy and security of
10T data. The privacy of 10T has been increased by encrypting
the data using the DNA cryptography (DNAC) encryption
technique. It offers fresh hope for breaking invincible
algorithms. This is a result of DNA computing's increased
speed, low storage needs, and power consumption. In contrast
to traditional storage media, which require 1012 nm3/bit, DNA
stores memory at a density of roughly 1 bit/nm3.

Keywords — Internet of Things, DNA, Cloud, DNA Encryption.
1. INTRODUCTION

The development of Internet of Things (1oT) technology
has made it possible for several things to communicate with
one another, opening up a variety of applications such as
smart manufacturing, smart transportation, and smart
housing [1]. Sharing data has become a standard practice for
individuals, scientific groups, educational institutions, and
the medical business. 10T has seen a sharp rise in demand,
acceptance, and commercial availability in the last few years
[2]. The 10T is wvulnerable to the leakage of private
information during data exchange. Medical data is critical to
patient care, research, and public health. It provides critical
information to healthcare professionals, allowing them to
make informed decisions about diagnosis and treatment,
while also funding research efforts to better understand
diseases, develop new therapies, and improve patient
outcomes [3]. Data exchange both inside and outside of
organizations is essential for industries and financial
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institutions [4]. A wide network with a number of loT-
enabled apps and devices makes up the cloud architecture
based on the Internet of Things [5].

Cloud computing is the process of delivering
computation and resources over the internet as a service
rather than a product, enabling users to access databases,
information, hardware, software, and other resources
anytime they're needed [6]. Consumers utilize on-demand
services and pay for them without taking into account the
initial expenses of infrastructure and ongoing maintenance
[7]. Cloud computing has gained significant attention
recently and is growing in popularity as a result of these
benefits [8]. These days, there are numerous cloud service
providers, including Microsoft Azure, Amazon EC2, and
others [9]. Considering their vulnerability to both internal
and outsider assaults, cloud and loT service companies
cannot be completely trusted with sensitive personal data
[10]. The cloud should offer a way for the user to ascertain
whether the integrity of his data is preserved or jeopardized
because the data is not physically available to consumers
[11]. Cloud computing is the best way to store this type of
data. One major problem is the lack of interoperability
between different 10T devices and apps on the cloud design.
To address this issue, a novel DNA Encryption-based Secure
Access Control and Sharing (DESACS) technique that has
been proposed in an loT-enabled Cloud environment which
enhances the privacy and security of 10T data.

2. LITERATURE REVIEW

In 2020 Rashid, et al. [12] proposed the implementation
of Internet of Things medical data stored on public cloud
platforms in healthcare systems is secured using Enhanced
Role Based Access Control (ERBAC). A secure cloud
system for storing medical data based on role-based access
policies will be made possible by the suggested system it will
also significantly aid in the efficient storage of medical data
from online applications. This model provides the required
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limitations on responsibilities and uses to guarantee the
safety of health information kept on cloud-based platforms.

In 2021 Shi, et al. [13] proposed DUCE, a distributed
employ control enforcement approach for CEloT data
exchange. The suggested approach makes use of Trusted
Execution Environment (TEE) and blockchain technology to
provide dependable and continuous enforcement of the
cross-domain data-sharing lifecycle. Comparing the findings
to OAuth 2.0, the performance and scalability overhead are
tolerable. An open-source permissioned blockchain system
prototype is being evaluated through the experimental
deployment.

In 2022 Kitagawa, et al. [14] proposed SINETStream a
method for sharing and safely encrypting data using a Secure
Configuration Server. Confidential information is given to
recipients through the mechanism in an encrypted manner
restricting access to only those that are permitted. This
approach makes it simple to share sensitive data since it
securely manages data encryption keys within the system,
something that traditional systems have made difficult.

In 2023 Fugkeaw, et al. [15] developed LightMED, an
access control system that combines blockchain, CP-ABE,
and fog computing to enable safe, scalable, and fine-grained
EMR sharing in a cloud-based environment. It conducted
trials to evaluate our plan's and related works' efficacy and
finished a comparative analysis to illustrate the computation
cost. The design suggests a mechanism for securely
transmitting and aggregating 10T data that is based on digital
signing and lightweight encryption. The method’s principal
addition includes an access policy mechanism that protects
privacy along with outsourced encryption.

In 2023 Liu, et al. [16] proposed BP-AKAA, a attribute-
based access control made possible by a key agreement
method and cross-domain private-protected authentication
implemented by blockchain technology. Device identities are

safeguarded by the use of non-interactive zero-knowledge
proof technology. Performance investigation indicates that
this method outperforms current approaches in terms of
access control, authentication, and key generation. It also
fulfills a number of requirements including as mutual
authentication, privacy preservation, and cross-domain
functionality.

In 2023 Han, et al. [17] introduced a blockchain-based,
internal product encryption-based Internet of Things access
management method. Inner product encryption provides
fine-grained access control, complete concealment of access
limitations, and data security and user privacy for lightweight
lot devices by utilizing the property of vector representation
of characteristics. The mechanism can match the specific
access control requirements of the Internet of Things and has
great efficiency while guaranteeing security, according to the
experimental findings.

In 2024 Singh, et al. [18] proposed the DNACDS access
control model and cryptography technique to solve the
massive data security and access issues in the Internet of
Everything. Deoxyribonucleic acid (DNA) computing is a
biological idea that potentially enhances Internet of
Everything (loE) large data security. The suggested method
outperforms other DNA-based security systems, as
demonstrated by the experimental results. Better resistance
capabilities are revealed by the DNACDS's theoretical
security research.

3. PROPOSED METHOD

In this section a novel DNA Encryption-based Secure
Access Control and Sharing (DESACS) technique that has
been proposed in an loT-enabled Cloud environment which
enhances the privacy and security of 10T data. The privacy
of 10T has been increased by encrypting the data using the
DNA cryptography (DNAC) encryption technique (Figure
1).
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Figure 1. Block diagram of proposed DESACS technique
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3.1. loT Layer

The loT layer represents the foundation of the system
where various Internet of Things (10T) devices, labelled from
D1 to DN, are interconnected. The data collection and
transmission to the gateways is the responsibility of these
devices from their respective contexts. The depiction of
multiple devices suggests a scalable network capable of
handling a range of 10T devices, each potentially monitoring
different parameters or performing distinct functions. This
layer is crucial as it serves as the data source for the
subsequent security and storage processes in the system’s
architecture.

3.2. Authentication Layer

The authentication layer serves as the gatekeeper to a
system, verifying the identity of users and granting access to
authorized individuals or entities. This layer guards against
unauthorized access and potential security risks while
guaranteeing that only authorized users are given access to
the system'’s resources and services.

3.2.1. Authentication-Based Request Filtration

Through the GW, users can submit a request message to
the EN for real-time access to the loT devices. Request
filtration is carried out by the GW to lessen DDoS assaults
brought on by unauthorized user requests. First, the GW uses
filters to confirm the legitimacy of the users that created the
requests. The filter initially begins with an m-bit empty array.
When the element's eligibility for the filter is confirmed, it
returns false. The element must first be approved by the hash
function in order to be added to the filter. In this instance,
hashing is done using the SHA-256 technique. The result of
the hash function is used to determine a location in the filter's
array. One is assigned to the bit's location. The places in the
filter are created using hash functions, which are then used to
check the element in the filter. The filter indicates that the
request is valid if every position in the array is one; if not, it
is invalid. Therefore, to validate the elements in the array, the
hash function is employed. Furthermore, it serves to confirm
the request's validity. The definition of the filter's false
positive rate (o) for large values of m is as follows:

ep

oc=(1—-a x)°

)

where e and p stand for the false positive rate, e for the
nearest power 2 value, and p is rounded to the closest integer
value. The number of elements in the filter is indicated by Q.
It only filters valid requests based on the filter. The
timestamp and freshness of the arriving packets are checked
to make sure the user is authentic. This will screen and ignore
the unauthorized access requests that are triggering denial-
of-service attacks. The load on access delegation is lessened
because only valid access requests are handled.

3.3. Encryption Layer

The encryption layer serves as a crucial component of
security infrastructure, safeguarding data by converting it
into an unreadable format using cryptographic algorithms.
This layer ensures the confidentiality and integrity of
information transmitted or stored within a system by
encoding data into ciphertext, meaning that only people with

16

the right authorization and decryption keys may decode it.
This uses DNA encryption to encrypt the 10T data.

3.3.1. DNA encryption

The unique storage density of DNA as an information
carrier makes it a better option for handling the challenge of
producing or storing massive amounts of Pad. Utilizing DNA
as an information carrier and contemporary biological
processes as instruments, DNA cryptography fully utilizes
the inherent benefits of high storage density and high
parallelism to produce encryption. It is possible to replicate
the encryption and decryption process as a biological or
chemical reaction based on the double helix structure of
DNA and the Watson-Crick complementary principle. After
a substantial operation, it encodes the data and stores the
plaintext, ciphertext, or other information on DNA encoding
nucleotide sequence. The password mechanism has been
developed by this point. Because so many DNA-based
encryption algorithms have been developed in recent years,
DNA cryptography is still in its infancy and lacks a
comprehensive model and an effective verification method.

3.3.2 Key Select and the Plaintext Block
Key Select

The key in this encryption might be split into two pieces.
(1). The selected gene sequence information, which is one
component of the key, will be communicated over a secure
channel between the sender and the recipient and will not be
accessible to outside parties. The researcher establishes the
beginning and ending points of the search position to
improve algorithm security. The advantage of this approach
is that it eliminates the requirement for entire gene sequence
expression, and it saves money by limiting encryption and
decryption operations to the crucial location of the key
sequence from the point at which both parties agreed to
begin. (2). As an additional component of the key, the Key
Generator's beginning key is used to operate the device and
produce a chaotic sequence. The two parameters p and x in
this section represent the key, as the Key Generator we built
is based on Logistic Mapping.

Plaintext Block

The binary plaintext needs to be grouped into 32-bit
chunks before encryption. When
"GENEGRYPTOGRAPHY" is the plaintext, for instance,
Group 1 will be "GENE", Group 2 will be "GRYP", Group 3
will be "TOGR", and Group 4 will be "APHY" until the
plaintext is blocked. The plaintext ought to be filled in when
its length is not divisible by four. The specific operation is as
follows: We fill in the remaining space at the end of the
plaintext after Mod 4. For example, we will insert three
letters "3" at the end of the plaintext when the length of the
plaintext mod 4 equals 3.

3.3.3 Encryption

Step 1: The investigator determines at random the
Initial Key keyO0, which consists of two double values, and
sets them as the Logistic Mapping parameters (i and x); In
addition, the first encryption will use a 32-bit key1 generated
by the Key Generator to encrypt plaintext. Then, following
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converting plaintext into ASCII codes, the researchers should
separate the participants into various groups; Lastly, the
researcher ought to do an XOR operation between key1 and
the 32-bit plaintext. The sequence m1 will be obtained by the
researcher following these steps.

Step 2 : Initially m1 needs to be translated into DNA
code in accordance with the DNA encoding described in 3.1.
The researcher will obtain the 16-mer olio nucleotide DNA
sequence sel through encoding; Second, the unique DNA
sequence (DNAseq) included in them will be obtained using
the key and the provided DNA sequence information; Next,
the researcher draws a random point x (0<x), from which the
special string that matches m1 is found by searching the
sequence. Four continuous bases mean that sell, sel2, sel3,
and sel4 can all be exactly the same as m1. The following
will be returned: g1, g2, g3, g4; The points are then
restored into the cipher-text array Pointer by the method.

Step 3 : A new encryption key key,, is generated by the
Key Generator and is utilized in the subsequent encryption
procedure. Moreover, the researcher ought to do an XOR
operation on the 32-bit plaintext and key,,. Then, the new
sequence n,, will appear.

Step 4 : Steps two and three should be carried out
continuously until all plaintext has been encrypted. At that
point, the program can be terminated. The process of
decryption is the opposite of that of encryption.

3.3.4. DNA Symmetric Encryption Cryptosystem

Data including keys and DNA sequences should be sent
over the secure channel by both the sender and the recipient.
Sender uses a public channel to transmit ciphertext to the
recipient. The receiver will utilize the DNA sequence
information to determine the correct DNA sequence after
receiving the cipher-text from the sender. The proper
plaintext will then be retrieved by the recipient using the key
and the decryption method.

3.3.5. Key Generator

1. Developing Chaos Sequence y: The key is provided
by the values of the logistic parameters T and x. The chaos
sequence will be produced using formula 2:

y=01y2y3,..,yk) 2

2. Creating Key: The key yj will be chosen in the
sequence y for each round. Formula (3) states that it will be
changed into a 32-bit binary number:

[z/]2 = yj9 = 255 @)

3.Consequently, in each round, the key Z will be
represented by formula (4):

z=|zj,zj+1,zj+ 2,zj + 3] 4)

Reason: the chaotic sequence y is where the chaos value
yj originated. 255 must be multiplied before it maps to 8-bit
binary zj. Each consecutive four zj will be utilized as a single
32-bit key.
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3.4. Cloud Layer

The cloud layer refers to the virtualized infrastructure
that enables the delivery of computing services over the
Internet. The part of the cloud computing infrastructure
devoted to safely storing and managing data is referred to as
the cloud data storage layer. It includes databases and
distributed storage systems spread across several servers and
data centres, offering scalable, dependable, and reasonably
priced storage solutions. In this, the DNA-encrypted loT
datas are stored in the cloud layer.

4. RESULT AND DISCUSSION

The proposed method’s experimental results are
analyzed and discussion of performance is done in terms of
numerous evaluation metrics in this section. The
effectiveness of the proposed system has been assessed by
using the MATLAB simulator with a 4 GB RAM and an i5
processor.

Figure 2. Home Page

Figure 2 shows the homepage. It is the home page of the
DNA Encryption based Secure access control and Data
sharing in an enabled cloud environment.

DO R s m 0 om o@D

Figure 3. User Registration

Figure 3. shows the user registration page of the DNA
Encryption based Secure access control and Data sharing in
an enabled cloud environment in which the user gives the
details for registration.

Figure 4 describes the Decrypted web page of the DNA
Encryption based Secure access control and Data sharing in
an enabled cloud environment
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Figure 4. Decrypted web page
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Figure 5. Comparison Analysis of Encryption Time

The encryption time of the proposed DESACS technique
is compare with the existing methods. In this, the proposed
DESACS technique takes less time to encrypt a file than the
existing methods such as ERBAC [12], DUCE [13] and
SINET Stream [14]. The proposed technique’s encryption
time is 72.07%, 56.92%, and 9.04% faster than that of the
existing methodologies (Figure 5).

60

50

Decryption time
N {8 F=
(=] o (=]

-
o

o

1 2 5

3
No of Files

ERBAC [12] DUCE [13] ====SINET Streamc[14] Proposed

Figure 6. Comparison Analysis of Decryption Time

Figure 6. describes the decryption time comparison of
the proposed DESACS with the existing method. The
proposed method takes less time consumption than the
existing methods. The decryption time of the proposed
technique is 82.7%, 63.36%, and 19.09% faster than that of
the existing techniques.

In Figure. 7, the proposed system and the existing
techniques such as ERBAC [12], DUCE [13], and SINET
Stream [14] are contrasted for the execution time. In this, the
proposed DESACS takes less time for execution than the
existing methods.
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5. CONCLUSION

A DNA Encryption-based Secure Access Control and
Sharing (DESACS) technique in an loT-enabled Cloud
environment which enhances the privacy and security of loT
data. Initially, the 10T layer represents the devices in the
Internet of Things (IoT) ecosystem. These devices (labelled
D1 to DN) are connected to gateways. The gateways act as
intermediaries, facilitating communication between the
devices and other layers. Then the Authentication is a crucial
step to ensure that only authorized devices and data can
proceed further. The pink hexagon labelled “Authenticated
Filtering” likely represents a mechanism for verifying the
identity of devices or data streams. Devices that pass
authentication can move on to the next layer. The Data
encryption improves data security. Data might have been
encrypted using DNA sequences in a process known as
"DNA-based encryption,"” which would be challenging to
decode without the right key. Finally, the top layer Cloud
data storage provides scalability, accessibility, and
redundancy. The proposed secure data transmission scheme
will be extended to work in an uncontrolled environment in
future by replacing increasing security challenges in cloud
computing while ensuring data confidentiality and privacy in
a globally connected digital ecosystem.
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Abstract — Stress related disorders are extremely prevalent
among workers in the corporate sector. The high demands and
extended work hours of IT employment have led to an increase
in stress among IT workers. In this paper a novel STress
DEtection on it employees using YOLO deep learning (STEP-
YOLO) has been proposed for detecting the Stress on IT
Employees. Initially, the input images are pre-processed in this
pre-processing image acquisition and image processing are
done to enhance the image. The features are extracted from the
pre-processed image it extracts the feature whether they are
happy, sad or neutral. Finally, the objects are detected using the
YOLOVS5 technique to detect the stress on IT employees. The
proposed STEP-YOLO achieves an accuracy rate of 99.35%
and an overall accuracy rate of 0.94%, 1.61% and 0.7% which
is comparatively higher than the existing methods such as
UBFC-Phys, PSS and SAD. The proposed method takes 0.18
milliseconds to detect the stress on IT employees which is
comparatively less than the existing methods respectively.

Keywords — YOLOv5, Deep Learning, Stress Detection, IT
Employees.

1. INTRODUCTION

One of the main manifestations of human life is stress.
Stress plays a significant part in people’s lives [1]. Numerous
illnesses, including cancer, heart disease, lung issues,
breathing difficulties, and other conditions, can be brought
on by stress [2]. The growth in global population has led to a
rise in people's stress levels. Stress is a prevalent condition
among all people these days. Systems for managing stress are
essential for identifying stress levels that impact our
socioeconomic status [3]. A quarter of the population
experiences mental health problems, such as stress, as per the
World Health Organization (WHO) [4]. Human stress
manifests as mental and financial difficulties, unclear
thinking at work, poor working relationships, hopelessness,
and, in severe cases, death [5]. The IT industry is always
introducing new products and services in order to stay
competitive. Furthermore, this poll indicates that over the
previous year, employees' stress levels have increased [6].
Even though many businesses offer their employees
advantages related to mental health, the issue still exists.
We'll start by examining how stressed-out workers are at
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work [7]. The investigation will employ machine learning
and images to analyze stress patterns and identify the key
variables affecting each person's stress threshold. One in four
voters suffer from stress, a mental illness, according to the
WHO [8].

Employers can better educate their staff to handle
stressful situations before they arise by implementing the
Stress Detection System. Stress identification may
occasionally require differentiating between a "stressed" and
a "relaxed" situation, even while office workers are focused
on their work [9]. Employees have their heads photographed,
and they receive survey questions with a similar standard
format and style. There is less physical strain, which results
in time and cost savings [10]. Using our laboriously created
questionnaire, this organizational method can help reduce
employee stress. The use of stress monitoring software can
enhance people's health as well as the welfare of society [11].
Thus, the development of scientific tools capable of
analyzing physiological data and automatically estimating
human stress levels is imperative. Health issues like obesity,
heart attacks, diabetes, asthma, and other ailments can be
brought on by stress. Every hour, a student in a different part
of the nation ends their life [12]. A machine learning
technique in artificial intelligence allows a system to learn
and adapt without the need for explicit programming (Al).
Making computer programs that can learn for themselves is
known as "machine learning," a branch of computer science
[13]. Digital signal processing, which considered the
Galvanic skin response, blood volume, pupil dilation, and
skin temperature, was used to assess earlier work on stress
detection. Previous studies on this topic have used a range of
physiological indicators and visual cues to quantify stress
levels in focused individuals [14]. The following people have
successfully completed the main contribution of the work:

e In this paper A novel STEP-YOLO has been
proposed for detecting the Stress on IT Employees.

e Initially the input images are pre-processed in this
pre-processing image acquisition and image
processing are done to enhance the image.
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e Then the features are extracted from the pre-
processed image it extracts the feature whether they
are happy, sad or neutral.

e Finally, the objects are detected using the YOLOV5
technique to detect the stress on IT employees.

The remaining portion of the research study was set up
in this manner. In Section 2, the research is described using
existing literature; In Section 3, the STEP-YOLO, a proposed
approach for predicting coffee quality, is thoroughly
explained; and in Section 4, the experiment's outcomes are
discussed. Section 5 explains the outcome of the procedure
and what comes next.

2. LITERATURE SURVEY

In 2020 Bobade, P. and Vani, M., [15] proposed a
number of deep learning and machine learning techniques
that employ multimodal datasets collected from
physiological and wearable motion sensors to identify stress
in individuals, which can shield a person from a variety of
health issues caused by stress. The accuracy of the binary and
three-class classifications were assessed and compared using
machine learning techniques. With accuracy ratings of
84.32% and 95.21%, this model successfully completed the
three-class and binary classification tasks.

In 2021 Sabour, R.M., et al [16] introduced a new dataset
called UBFC-Phys that was gathered from subjects
experiencing social stress both with and without contact. The
objective of this is to exhibit the dataset, which makes
available to the public, as well as the experimental findings
of stress recognition and the comparison of contact and non-
contact data. The application of remote PRV features
resulted in an accuracy of 85.48 percent for stressed state
detection.

In 2022 Mohan, L. and Panuganti, G., [17] focus on
using the Perceived Stress Scale (PSS) for stress detection.
The PSS approach is used because it is a simple questionnaire
with proven psychometric features. The findings of this
study, which employed the Random Forest, Logistic
Regression, and SVM methodologies, indicate that only
approximately 9.6% of workers are stress-free. The logistic
regression approach yields the maximum prediction accuracy
of 99 percent based on the experimental results.

In 2022 Giannakakis, G., et al [18] proposed a unique
deep-learning pipeline to identify facial action units
automatically. This focuses on identifying and analyzing
automatic AUs as quantitative markers to differentiate
between neutral and stressed states in videos. The suggested
technique is used on the SRD'15 stress dataset, which has
four different types of stressors associated with neutral and
stressed states. Experimental detection of the stress-related
AUs showed that, in contrast to neutral states, stress
significantly increases their intensity, resulting in a more
expressive human face.

In 2022 Yang, K., et al [19] Proposed a knowledge-
aware mentalization module that considers the most pertinent
knowledge aspects by utilizing dot-product attention. The
research has potential applications for various mental health
issues and makes it easier to identify and analyze stress and
depression in social media data. This approach delivers new
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state-of-the-art performance on all datasets, with an average
improvement of 2.07%, as demonstrated by the experimental
findings, with F1 scores of 95.4% on Depression Mixed,
83.5% on Dreaded, and 77.8% on SAD.

In 2023 Hamdli, E., et al [20] proposed a stress detection
deep learning model trained and tested on the Stress
Annotated Dataset (SAD). In the stress detection test, the
model produces competitive results, suggesting that data
augmentation greatly enhances performance. It is possible to
investigate the impact on the stress detecting location by
implementing various textual data augmentation processes
that provide more data samples. The accuracy increases from
6.1% to 10.4% when different data augmentation strategies
are implemented.

In 2023 Patel, A., et al [21] proposed a cutting-edge
artificial intelligence (Al) technique based on deep learning
(DL) that develops a model for the identification of
emotional stress levels using electroencephalogram (EEG)
data. The suggested method is verified using the publicly
accessible Database for Emotion Analysis using
Physiological Signals (DEAP), a benchmark dataset. The
outcomes demonstrated that the CONVID+BIiLSTM
outperformed the traditional shallow learning techniques and
offered the greatest emotion recognition accuracy of 88.03 %
among the various built deep learning models.

3. PROPOSED METHOD

This method a novel STress DEtection on it employees
using YOLO deep learning (STEP-YOLO) has been
proposed for detecting the Stress on IT Employees. Initially,
the input images are pre-processed in this pre-processing
image acquisition and image processing are done to enhance
the image. The features are extracted from the pre-processed
image it extracts the feature whether they are happy, sad or
neutral. Finally, the objects are detected using the YOLOv5
technique to detect the stress on IT employees.

3.1. Pre-Processing

Pre-processing images is an essential stage in computer
vision and image analysis that highlights the best and most
valuable images for subsequent tasks. A series of stringent
methods for improving the caliber and value of images for
future evaluation tasks are included.

3.1.1. Image Acquisition

Image acquisition for stress detection is the process of
employing specialized imaging equipment to collect visual
data that can reveal physiological or psychological stress
signals. This usually consists of thermal cameras, high-
resolution cameras, or other sensors that may pick up on
minute variations in skin tone, face expressions, or motions.
In order to precisely capture the important elements, the
method needs to guarantee ideal lighting and placement. As
the foundation for further research utilizing algorithms
intended to identify stress indicators, the quality and
accuracy of the obtained images are vital. Reliable stress
detection and assessment are made possible in this situation
by effective image acquisition, which facilitates applications
in user experience research, workplace monitoring, and
healthcare. Block Diagram of the proposed STEP-YOLO
method shown in Figure 1.
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Figure 1. Block Diagram of the proposed STEP-YOLO method.

3.1.2. Image Processing

Analyzing images to find physiological or psychological
signs of stress is known as image processing for stress
detection. In order to identify important indicators like facial
expressions, temperature variations on the skin, or micro-
expressions, this procedure involves pre-processing to
improve image quality, such as noise reduction and contrast
augmentation, followed by feature extraction algorithms.
These features are interpreted and stress levels are quantified
using sophisticated algorithms, such as machine learning
models and pattern recognition. In order to enable
applications in fields like mental health evaluation, human-
computer interaction, and occupational health monitoring,
the objective is to convert raw image data into insightful
knowledge about an individual's stress level.

3.2. Feature Extraction

In order to detect stress in images feature extraction
entails separating out and identifying particular visual cues
that are correlated with stress levels. This procedure entails
the identification and examination of characteristics such as
variations in skin temperature, micro-expressions on the
face, and other physiological indicators. The system can
efficiently analyze and measure stress levels by
concentrating on these stress-related characteristics, offering
insightful information for applications in psychology,
healthcare, and human-computer interaction.

3.3. Object Detection

The process of discovering and identifying things inside
an image is known as object detection in images. The
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computer vision approach is categorized into predetermined
groups using this method, which additionally draws
bounding boxes around the items to indicate their exact
locations.

3.3.1. YOLOvV5

YOLOV5 was brought presented by Ultralytics, which
advanced YOLOV4 largely on its foundation. It is a detection
version that achieves a good balance between accuracy and
speed by leveraging the advantages of earlier iterations and
several networks, including CSPNet and PANet. This YOLO
model family presents a scalable way to classify recyclables
into several groups. Depending on the material, construction
waste can be broadly divided into four classes: wood, stone,
brick, and plastic taking into account. The YOLOv5 model
has been selected because to its effectiveness and accuracy
in identifying objects. The Head, Neck, and Backbone are the
three main architectural blocks that make up this structure.

YOLOV5 Backbone

The basis of CSPDarknet is used for feature extraction
from photos containing cross-stage partial networks. which
is implemented by the YOLOV5 Backbone. By quickly down
sampling the dataset's photos, the focus module may pass
image information into the channel without causing any
missing images is more thoroughly extracting the features of
the image information. YOLOv5 model simplification,
enhanced feature extraction from photos, and faster detection
are all possible using the modules. The SPP module may
efficiently increase the backbone features' receiving range,
improve the dataset image's scale invariance, promote
network convergence, and increase accuracy.

YOLOV5 Neck
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YOLOvVS5 Neck aggregates the features building a
feature pyramid network with PANet and sending it to the
Head for prediction. YOLOV5's bottleneck layer mixes route
aggregation network (PAN) and feature pyramid network
(FPN) architectures. Images with deep features have less
geographical information and more semantic information.
Conversely, images with shallow features contain poorer
semantic information and stronger location information.
Semantic information can be transferred from the deep
feature picture to the shallow feature image through FPN.
PAN can be used to move location information from the deep
feature layer to the shallow feature layer. FPN and PAN
working together may aggregate parameters from several
trunk levels and detection layers, significantly enhancing the
network's capacity for feature fusion.

YOLOV5 Head

The layers in the head produce predictions based on the
anchor boxes in order to detect objects. The two parts of the
head are non-maximum suppression (NMS) and loss
function. The location loss in YOLOVS5 is calculated using
the full lou (CloU) loss function, which additionally takes
loss and confidence into consideration, whereas the binary
cross entropy loss function is used to establish the
categorization. The sum of all the losses is the total loss. By
completely accounting for the overlap area, the distance from
the center point, and the aspect ratio, the CloU loss function
accelerates and increases the accuracy of the prediction box's
regression.

fi=2t(a;)) —05+e; Q)
fi=21(aq;) —05+¢; )
fr = a(27(ar))? @)
fo = ,(27(a,))? @)

The upper left corner of the feature map has its
coordinate value set to (0, 0). The unadjusted coordinates of
the anticipated Centre point are e; ande;. f;, fj, fr- and f,
stand for the updated prediction box's information. The
information for the previous anchor is contained in g, and
q,- The model's calculated offsets are denoted by the letters
a; and a; the procedure of changing the final prediction box's
center coordinate and size to match the center coordinate and
size of the preset prior anchor.

4. RESULT AND DISCUSSION

This section discusses performance in terms of different
assessment criteria and analyzes the experimental results of
the proposed method. An i5 CPU and 4 GB of RAM were
used to run the MATLAB simulator to assess the
effectiveness of the proposed method.

4.1. Performance Evaluation

Evaluation measures were employed to verify the
efficacy and characteristics of the proposed method. True
Positive, False Positive, True Negative, and False Negative
are the four basic metrics that are commonly used to assess
performance. Employee facial detection is implemented
through accuracy, Precision, Recall and F1-Score. The
following expression was used to calculate the accuracy.
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Where Trup,, and T7ruy.,, indicates the True
Positive and True Negative of the input detection image.
Falp, s and Faly., indicates the False Positive and False
Negative of the input image.
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Figure 3. Accuracy Graph of the Proposed Method

Figure 2 describes the Performance evaluation of the
proposed method with the existing methods such as UBFC-
Phys, PSS and SAD. In this, the proposed method achieves
an accuracy rate of 99.35%, a Recall rate of 98.79%, a
Precision Rate of 97.51% and an F1-score of 98.48%. The
proposed STEP-YOLO achieves an overall accuracy rate of
0.94%, 1.61% and 0.7% which is comparatively higher than
the existing methods such as UBFC-Phys, PSS and SAD.

The accuracy and repetition of the proposed method are
depicted in Figure 3. Plotting the Y-axis against the X-axis
represents the overall quality of the epoch. The orange line
here illustrates the testing period, and the violet line shows
the training value of the proposal method.

Figure 4 describes the loss and iteration graph of the
proposed method. Plotting the Y-axis against the X-axis
represent the overall quality of the epoch.



S. Abinisha et al. / 13SDC, 02(01), 20-25, 2024

Training
Testing
1.0
> 0.8
g
g
2 06
0.4+
0.2
I | | | | |
0 20 30 40 50 100
Epoch
Figure 4. Loss Graph of the Proposed Method
Time Efficiency
2.5
2
15
1
0.5
e 4
UBFC-Phys [16] PSS[17] SAD[18] Proposed

Figure 5. Time Efficiency of the Proposed STEP-YOLO

Figure 5 describes the time efficiency of the proposed
and the Existing method such as UBFC-Phys, PSS and SAD.
It shows that the proposed method takes 0.18 milliseconds
which is comparatively less than the Existing method which
takes 1.54, 2.46 and 1.65 milliseconds. This shows that the
proposed method takes less time for detecting the stressin IT
employees.

5. CONCLUSION

In this paper a novel Stress Detection on it employees
using YOLO deep learning (STEP-YOLO) has been
proposed for detecting the Stress on IT Employees. Initially,
the input images are pre-processed in this pre-processing
image acquisition and image processing are done to enhance
the image. The features are extracted from the pre-processed
image it extracts the feature whether they are happy, sad or
neutral. Finally, the objects are detected using the YOLOvV5
technique to detect the stress on IT employees. The proposed
STEP-YOLO achieves an accuracy rate of 99.35% and an
overall accuracy rate of 0.94%, 1.61% and 0.7% which is
comparatively higher than the existing methods such as
UBFC-Phys, PSS and SAD. The proposed method takes 0.18
milliseconds to detect the stress on IT employees which is
comparatively less than the existing methods. The main
added value of this article is that it helps the user to precisely
recognize ongoing stress in order to decrease future health
risk factors. The results are preliminary due to the small
number of participants or technical details. Our plan to
conduct more extensive demographic study in the future.
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Abstract — Brain tumors (BT) are a very common, deadly
condition with a very poor prognosis at the most aggressive
grade. BT represent a prevalent and fatal condition with
particularly poor prognosis at advanced stages. Accurate
diagnosis and classification are critical for effective treatment
planning and patient care. This study introduces a novel deep
learning-based algorithm for early BT detection using CT and
MRI images. The proposed model enhances image quality using
Adaptive Trilateral filtering, extracts feature via the MobileNet
model, selects relevant features through the Tyrannosaurus
optimization algorithm, and classifies brain tumors with a Deep
Belief Network (DBN). The model categorizes tumors into three
classes: pituitary tumor, no tumor, and glioma tumor. In
comparison to conventional deep learning networks, the model
performs better in experiments using the BRATS2020 dataset,
reaching a 99.3% accuracy rate and great dependability. This
paper offers significant improvements in automated brain
tumor detection, promising better patient outcomes through
early and precise diagnosis.

Keywords — Brain Tumor, Deep Learning, Deep Belief Network,
Mobile Net.

1. INTRODUCTION

Worldwide, the frequency of brain tumors is rising
quickly, and millions of people die from them every year [1].
For brain cancers to be effectively treated, proper diagnosis
and categorization are crucial. Appropriate patient care and
the development of a effective treatment plan depend on a
timely diagnosis [2]. In order to manually classify brain
tumor MR images with comparable structures or features,
radiologists must be capable of reliably identifying and
classifying brain cancers. In addition to acting as the
administrative hub, the human brain is a vital component of
the nervous system that handles daily activities [3,4]. The
human body's sensory organs send impulses or signals to the
brain, which then receives, interprets, and makes a decision
about them before sending the data to the muscles [5]. One
of the most serious conditions affecting the human brain,
BTs, is characterized by abnormal brain cell development
that is irregular [6,7]. There are two main kinds of BT:
primary and secondary metastatic.
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Brain tumors can be identified and their progression
monitored during the diagnosis and therapy phases using
brain MRI and CT scans [8]. Automated medical image
analysis is heavily influenced by the high-resolution images
obtained from MRIs and CT scans, which provide extensive
insights into brain disorders and structure [9,10]. Brain tumor
classification, data analysis, and professional diagnosis are
the main uses of image processing and deep learning
algorithms [11,12]. Deep neural networks have made it
possible to segment brain tumors successfully thanks to
recent developments in medical imaging [13]. This article
proposes a deep learning-based algorithm for early BT
detection using CT and MRI images. The main contribution
of the proposed model is organized as follows.

e Initially, the input images are pre-processed
utilizing Adaptive Trilateral filter to expand the
quality of the image.

e Then, Mobile Net model is employed for extracting
the features in the pre-processed brain image.

e The extracted image features are selected using
Tyrannosaurus optimization Algorithm.

o Afterward, the selected features are fed into the
DBN model to classify the Three cases of brain
tumour.

The remaining sections of the research paper adhere to
the following structure: Chapter 2 provides detailed
summaries of relevant works, while Chapter 3 offers a
comprehensive explanation of the proposed model for early
recognition of brain tumors. Chapter 4 encompasses the
experimental outcomes and discussion, and lastly, Chapter 5
contains the conclusion and outlines future work.

2. LITERATURE SURVEY

In 2022, Ottom, M.A., et al., [14] developed a DI model
for 2D BT subdivision in MR images and conveying the
intrinsic commonalities of a more narrowly defined
collection of tumors via Znet and deep neural networks
(DNN). The experiment's accuracy rate was 99.6%. The
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disadvantages of Znet include that it requires a large number
of annotated ground truths (labels), which adds time to the
process and necessitates rigorous testing.

In 2022, Gaur, et al., [15] introduced an explanation-
driven DL model for the use of an MRI image collection in
the prediction of different types of brain cancer utilizing
CNN, LIME, and Shapley additive explanation (SHAP).
Even if the model in use has an accuracy of 94.64%, the
reliability rate is still insufficient for the classification.

In 2022, Haq, et al., [16] developed a hybrid, thorough
method that uses CNN to accurately classify brain MRI
cancers. The intended CNN and SVM-RBF classifier yielded
a 98.30% reliability rate. The recommended model has
noticeably superior performance than state-of-the-art
methods, as exposed by the segmentation and classification
results. The time-consuming aspect of this strategy is a
disadvantage.

In 2023, Mostafa, et al., [17] suggested an automatic
technique to categorize brain cancers using MRI pictures.
The BT segmentation dataset, which was developed as a
standard for emerging and accessing systems for BT division
and analysis, includes the suggested MRI pictures of BTSs.
Image feature extraction using DCNN with a U-Net model is
used to accomplish this aim. Through training on the BraTS
dataset, a 98% overall accuracy model was created.

In 2024, Geetha, et al., [18] presented a new SCAOA to
categorize the brain tumor. It extracts the aspects involving
statistics and texturing. The Archimedes Optimization
Algorithm (AOA) and the Sine Cosine Algorithm (SCA) are
combined to create the suggested SCAOA. Even though the
suggested SCAOA-based Dense Net achieves the maximum
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accuracy of 93%, the dependability rate is insufficient for BT
detection.

In 2024, Sharif, et al., [19] recommended that an end-to-
end optimized DL system be used to construct a multimodal
brain tumor classification system. A CNN model is trained
and the contrast along the ant colony optimization strategy is
improved using hybrid division histogram equalization. An
MC-SVM receives the fused result after it has been combined
using a matrix length technique. In the research investigation,
the suggested method had a 99.06% accuracy rate.

In 2024, Akter, et al., [20] suggested a deep CNN-based
architecture and a U-Net-based segmentation model for the
automatic classification of brain pictures into four
classifications. Two classification techniques are also
assessed according to AUC, accuracy, recall, and precision.
The top correctness of 98.7% was attained by the
classification model with the assistance of the segmentation
approach, according to the results.

3. PROPOSED METHOD

In this section, a novel deep learning-based method has
been proposed for early BT recognition from CT and MRI
images. To progress the image quality, the input images are
first pre-processed using an Adaptive Trilateral filter. The
features in the previously processed brain image are then
extracted using the Mobile Net model. Tyrannosaurus
optimization algorithm is used to choose the features from
the retrieved image. The three brain tumor cases are then
classified using the features that were chosen and supplied
into the Deep Belief Network model. Figure 1 shows the
proposed architecture.
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Figure 1. Architecture of Proposed Methodology
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3.1. Image Pre-Processing

Image preprocessing is a perilous step in tumour
detection, as it makes raw image data for more analysis and
processing. The input images are under go pre-processing via
the AT filter method to enhance the images.

3.1.1. Adaptive Trilateral Filter

AT filter is used in pre-processing to eliminate noise
artefacts from the input medical images. It implements the
guiding principles of the bilateral filter. The tilting angle tig
of a trilateral filter is produced when a bilateral filter is
applied to the picture data. This is because, given tiy at the
target pixel, a should average highly related surrounding
pixels and exclude dissimilar pixels.

tig(x) = ,j—wzxzafa c(x, @)b( fe, fo) (1)

When the kernel is tilted, the trilateral filter's ¢ (.) and
b (.) functions become non-orthogonal. Eqn (2) gives the
value of each pixel at this plane.

gx,@) = f(x) + ti. (|Ix - al|) )

where x at a target pixel represents f(x), the intensity,
and ||x — a]| is the dimensional separation between x and a.
The tilting angle is denoted by tiy. To find the output of a
trilateral filter, the resulting image is first passed through a
bilateral filter, and then the value g is removed from the
surrounding area of the target pixel.

for(x) = fip (V) + L(Y)P @)

where p is the spatial distance between pixels x and a,
and f,,, (x) is the output function. Tilting improves the filter's
capacity to smooth high gradient zones.

3.2. Feature Extraction

Feature extraction in brain tumor detection involves
identifying and isolating specific characteristics from
medical images, such as MRI scans and CT scans, The pre-
processed image undergoes feature extraction using
MobileNet.

3.2.1. Mobile Net

MobileNet is a deep learning architecture well-suited for
feature extraction in image recognition tasks. It utilizes a
series of convolutional layers to progressively extract
features from images. Standard convolutional layers in the
initial stages capture basic features like edges and corners.
The following depthwise separable convolutions are efficient
at extracting spatial information from the image. Batch
normalization and ReLU activation layers maintain stability
and introduce non-linearity for improved learning.
Emphasize the global average pooling layer as the key step
for feature extraction.

The function of the dimension multiplier & is to
compress the connection equally at each tier. The dimension
multiplier is applied to lower the width « of the source image.
Equation (4) describes the total value of the C; computations
for the network’s central layers.

Cs = E.. E,. 5]p.aEn.aEn. + 5]p.5]o.aEn.aEn (4)
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Since the characteristic map is represented by E,, X E,,
in equation (4) above, the kernel dimension is E, X E,, the
source data channel is /,, and the output data is J,. For the
purpose of identifying illnesses in tea leaves, the width factor
a = 1 and the depth factor § = 1 were expressed. Equation
(5) yields the typical convolution's computing cost 0,.

Oo = Ec.Ec.JpJo.En En (5)

Finally, the traditional resolution into depth-wise
convolutional and point-wise convolution is used to estimate
the reduction R, for the feature extraction, that is stated in
equation (6).
az.uz
E2,

a.u?

o ©
By utilizing the above equations Mobile Net model
successfully extract the features of pre-processed MRI and
CT scan images.

Ry

3.3. Feature Selection

Feature selection involves choosing the most relevant
features from extracted images to improve model
performance and reduce computational burden. It enhances
accuracy by focusing on discriminative attributes, filtering
out noise, and diminishing overfitting.

3.3.1. Tyrannosaurus optimization Algorithm (T-Rex)

The T-Rex optimization approach is proposed for
selecting the features from extracted features of MRI scan
and CT scan images. The T-Rex is introduced based on the
social behavior of Tyrannosaurus. The prey-predictor
hunting method is the source of inspiration for this tactic. In
addition to this technique, the position of the prey and the T-
Rex are generated at random. The hunting is done based on
where the prey is nearest. The Tyrannosaurus Rex pursues its
prey until it seizes them; in the interim, the victim makes an
effort to escape the T-Rex.

3.3.1.1. Initialization

The number of preys in a search area is randomly
generated by the population-based TROA algorithm.
Tyrannosaurus here refers to the task, and prey is the server's
processing power. As shown in equation (7), y,, refer to the
prey region or processing, which is randomly created within
higher and lower bounds in a search area.

Yo =1(c,ic) * (vf - ug) + uy (7)

Where n = 1,2 ...m, m is the measurement, j. is the
number of populations, i, is the measurement of the hunt
space, v is the top restrict and u, is the decrease restrict, and
Yn = [V1,Y2, - Ym] is the prey area. When the estimate of
reaching the dispersed prey is represented by the F,.

_ {Xm ifrO<E
Random else

3.3.1.2. Selection

The Selection relies upon at the area of prey, i.e. area of
the server prey and the hunting area. If the hunter fails to hunt
then, the prey area will become 0. It is found out through
evaluating the fitness function.

Y @)
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m+1 __
Xl =

if fQO<fXm)

{update the target position
otherwise

target is none

Where, f(X) is the fitness function for the prey position,
and f(X,,) is the fitness function for updated prey position.

3.4. Classification

DBN is a type of deep learning model consisting of
multiple layers of Restricted Boltzmann Machines (RBMs),
stacked hierarchically. The number of layers in DBNs
correlates with the complexity of input data, while the
number of output layers corresponds to the range of
categories. DBNs use hidden variables to model data
distributions. A two-step learning approach is employed:
firstly, RBMs are trained greedily layer by layer to capture
basic data patterns, then the entire system is fine-tuned to
minimize the gap between original and reconstructed data.
This process demands significant computational resources
and persistence, but yields valuable results. The main
characteristic of a DBN, h is determined by an RBM and

learns t(%,h). The previous average, p % for concealed
carriers. Equation (9) expresses the pace at which an apparent
gradient is produced. Equation (10) represents the hidden
layer of the DBN, with sum(¢;) indicating the applied vector
in the layer.

T(0) = Ze(p 5t (2,h)) ©)

S < M®jgy) (10)

The output of the hidden or invisible layer based on the
weight and bias of the images be depicted in equation (21).

i _ k  LFT
E) = [2i=135u.

sum(t;) =

* 3i]Ej Vi = wf (11)

E7 represents the hidden layer bias of data and E; be
the output of the RBM layer for the multilayered
classification process. The most representative features for
modeling the data are those obtained in the layer of the DBN
is expressed in equation (12).

Qn = qt1, 92~ Gt (12)

Where t stands for the network's top layer, i for the
number of features in multilayer networks, and @Q,, for the
DBN input vector. Finally, the brain tumors are classified as
no tumor, pituitary tumor, and glioma tumor.

4. RESULTS AND DISCUSSION

This subsection uses the BRATS2020 dataset to evaluate
the effectiveness of the suggested model. The source of the
input MRI images is the BRATS2020 dataset.

The visualization outcomes of the proposed approach
utilizing the BRATS2020 dataset are shown in Figure 2(a &
b). Denoising the input CT and MRI images of brain tumors
(column:1) improves picture quality and eliminates
distortions (column:2). These previously processed photos
are fed into Mobile Net concurrently in order to extract the
features (column:3). Subsequently, patients' various brain
tumor cases are distinguished using the categorization
strategy (column:4).
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Input Pre-Processing | Feature Extraction Result
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Figure 2 (a). Experimental Results of the Brain CT images
of Proposed Model

Input Pre-Processing | Feature Extraction Result

Normal

Pituitary
Tumor

Glioma Tumor

Figure 2 (b). Experimental Results of the Brain MRI
images of Proposed Model

4.1. Performance Analysis

The evaluation metrics previously described can be
generated with simple parameters such as True Positive
(tpos), True Negative (t N,4), False Positive (F p,), and
False Negative (FN,g).

Acc = tPostt Neg x 100 (13)
tPosttNeg+F pos+F Neg

Pre = —Pos (14)
tPos+F Pos
_ tPos

Recall = ———— (15)

tpostFNeg
F1.S=—2—— (16)

(Recall) +(Pre)

The efficiency of the planned model by classifying Brain
Tumor, is shown in the Table.1. The proposed model has a
99.3% accuracy rate. Additionally, the proposed Attention
Link Net achieves an F1 score of 98.09%, respectively.
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Table 1. Evaluation of results of the proposed Model

Classes Accuracy Precision Recall Specificity F1 score
Glioma tumor 99.42 98.02 98.27 98.04 98.46
Pituitary tumor 99.35 98.66 96.75 95.97 98.39
No tumor 99.13 95.45 97.15 96.64 97.44
__________ accuracy of the DBN model with 100 training epochs was
o T 99.3, and it had a low rate of errors.
90 ’,,"‘ - M ~ oo T Training
i ot - . : = = = < Testing
3 o ’zf,:' - 25 —\‘:\'\
% ; W,
% 7 20 .
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Figure 3. Accuracy of proposed model

The accuracy graph in Figure 3 was produced with a
reliability range and 100 epochs. As the number of epochs
increases, the proposed DBN's success rate also improves.

Figure 4 illustrates the relationship between epochs and
loss, indicating a decrease in loss as the number of epochs
increases. Utilizing MRI images and CT images, the
proposed model exhibits a high level of reliability in
identifying different stages of Brain Tumor. The detection

EPOCHS

Figure 4. Loss of proposed Model
4.2. Comparative analysis

The efficiency of each neural network was assessed to
confirm that the suggested model produces results with an
outstanding level of reliability. The proposed model is
compared with three deep learning classifiers Link Net, Reg
Net, Res Net.

Table 2. Comparison of different approaches

NETWORKS Accuracy Precision | Recall | Specificity | F1 score
Link Net 98.05 96.31 96.42 95.24 96.04
Reg Net 97.09 96.76 97.30 96.13 96.39
Res Net 99.07 97.22 97.30 96.11 95.72

Proposed Model 99.3 97.37 97.39 96.88 98.03

The accuracy attained by the proposed model is 99.3%,
which is higher than the traditional DL networks. The
proposed model has high accuracy than Link Net, Reg Net,
and Res Net which obtains 1.25%, 2.21%, and 0.23% while
having a significantly lower computational cost than other
networks.

Table 3. Compare the performance of existing models and
the proposed model

AUTHOR METHODS | ACCURACY
Hag, et al [16] SVM-RBF 98.30%
Mostafa, et al., [17] DCNN 98%
Sharif, et al., [19] MC-SVM 99.06%
Proposed model DBN 99.3%
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According to the comparison Table above, the suggested
model outperforms the SVM-RBF, DCNN, and MC-SVM in
terms of overall accuracy by 1%, 1.3%, and 0.24%,
respectively. The suggested network, however, outperformed
the earlier networks in terms of performance. Because of this,
the results of the suggested model for classifying cases of
brain tumors are quite trustworthy.
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