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Abstract — Internet-of-Things (IoT) connects various physical
objects through the Internet and it has a wide application such
as in transportation, military, healthcare, agriculture, and
many more. Detecting attacks in IoT networks involves
identifying abnormal patterns in device behavior or network
traffic that indicate potential threats. This research enhances
system security by enabling early detection. However, these
networks face escalating cybersecurity threats that can cause
security issues. To overcome these issues a novel FLAMingo
based intrusion detection using deep learning netWORK
(FLAM-WORK) has been proposed to identifying network
traffic behavior and mitigating cyberattacks in IoT to provide
guaranteed network security. The network traffic data packets
are gathered from the Input Devices. The data are pre-
processed to enhance the data quality. The proposed method
utilizing the Convolutional Neural Network (CNN) for feature
extraction to understand the complex data easier. Next Feature
Selection done by Flamingo Search Algorithm (FSA) to enhance
classification accuracy. A Ghost Net classification technique
classifies the extracted feature into three classes such as Low,
Normal, High. Measures including Specificity, F1-Score (F1S),
Accuracy, Precision (PR) and Recall (RC) are used to assess the
suggested approach. Compared to current models,
experimental results using TON-IoT datasets show higher
accuracy. The accuracy of the approach in the TON-IoT
dataset is 1.3%, 0.7%, and 1.1% higher than that of the current
BMEGTO-KNN, EBWO-HDLID and LIME techniques
respectively.

Keywords —Internet-of-Things, Convolutional Neural Network,
Ghost Net, Flamingo Search Algorithm.

1. INTRODUCTION

IoT is a network of devices with sensors that use the
Internet to exchange [1]. Intelligent smart cities, smart
devices, smart homes, smart transportation, healthcare, smart
grid, smart agriculture, and much more are all products of
recent IoT advancements. [oT services are essential to the
operations of many individuals, companies, and
organizations, as well as to many critical infrastructures
[2,3].
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Despite these advantages, IoT platforms face challenges
such as its limited resources render them vulnerable to many
types of intrusions. Network intrusions are one of the biggest
security threats that many organizations are currently facing
[4,5]. Numerous hackers and other malevolent actors strive
to create new ways to get access to the computer systems.
Researchers categorize IoT dangers, vulnerabilities, and
security challenges to facilitate the process of finding
solutions. They classified the vulnerabilities based on the
layers of the IoT architecture and there is a lack of physical
security hardening [6,7].

Intrusion detection systems (IDSs), which are essential
security measures to preserve network security, are installed
at a vital location within the network [8]. It analyzes system
and network activity to identify suspicious patterns that may
indicate an attack is underway. IDSs based on signatures,
IDSs based on anomalies, and hybrids of signature and
anomaly-based IDSs are the primary methods for detecting
intrusions [9]. IDSs filter classifying incoming packets as
either regular or malicious. The effectiveness and cost of
IDSs are adversely impacted when all parameters are
included in the detection process [10].

Security professionals are finding it more and more
difficult to identify and address these occurrences manually
because of the growing complexity and diversity of network
threats. IDS using deep learning enhance the security issues
and vulnerabilities. Deep learning (DL) has become more
and more popular in intrusion detection systems (IDSs). DL
approaches are capable of independently identifying high-
level latent information without the need for human
interaction [11-13]. The following are the main contributions
of the suggested work:

e  The main objective of the research is to provide
an efficient method for attack detection in IoT
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networks to provide network security and Stops
attacks early.

e  To improve the data quality, network traffic data
packets from the Input Devices are first pre-
processed using data cleaning, normalization,
and discretization.

e  The FLAM-WORK technique leverages feature
extraction by using CNN model to capture
features efficiently and raise the classification
model's accuracy.

e  Next Feature Selection done by FSA to enhance
classification accuracy.

e  The selected features are then used to train the
Ghost Net model for classification, allowing it
to correctly classify data into three classes such
as low, normal and high.

o  The effectiveness of the suggested technique is
valued utilizing parameters like Precision,
accuracy, recall (RC), f1-scores, specialty.

The remaining sections of the paper are organized as
follows. In section II, the literature review is covered in
detail. Section III offers a description of the developed IDS
based Deep Learning. Section IV presents the experiments
findings and observations. Section V contains the conclusion
and future work.

2. LITERATURE REVIEW

In 2023, Tekin N et al. [14] suggested a Machine
learning (ML)-based Intrusion Detection Systems (IDS) for
security and privacy concern. Cloud services platforms are
used to train and test machine learning models. The results
show that k-NN, DT, RF, and ANN outperform the LR and
NB in terms of accuracy with 99%. Finally, the highest F1-
score is achieved by k-NN, DT, and RF, which is 98%.
However, performing ML tasks requires high energy
consumption.

In 2023, Shtayat M.B.M., et al [15] suggested an
explainable ensemble DL-based IDS to improve the
transparency and robustness in IloT networks. DL-based
IDSs, giving professionals in charge of preserving IloT
network security and creating more cyber-resilient systems
insightful information. The system achieves accuracy rates
exceeding 99%. However, a limitation of this research is the
reliance on a single dataset (ToN-IoT), which may not fully
capture the variety of real-world IIoT scenarios.

In 2023, Saran, N. and Kesswani, N., [16] suggested an
Intrusion Detection System (IDS) using multiple Machine
Learning (ML) Classifier techniques on Message Queuing
Telemetry Transport - Internet of Things - Intrusion
Detection System dataset (MQTT-IoT-IDS2020) for
identifying the multi-class intrusion attacks in the Internet of
Things (IoT). The experiment derives more than 97% overall
accuracy for all implemented ML classifier algorithms.

In 2023, Wang, J., Xu et al [17] suggested a novel
approach that leverages a blending model for attack
classification and integrates counter factual and Local
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Interpretable = Model-Agnostic  Explanations  (LIME)
techniques to enhance explanations. The ‘Web-Based’ attack
type achieves a detection accuracy of 89%, primarily
attributed to its smaller representation in the dataset
compared to other attack types. However, achieving robust
performance across diverse loT deployments is a complex
task.

In 2024, Aburasain, R.Y. [18] suggested an Enhanced
Black Widow Optimization with Hybrid Deep Learning
Enabled Intrusion Detection (EBWO-HDLID) technique in
the loT-based Smart Farming environment to capture
complex patterns and detects significant intrusions. This
technique extents improved performance with higher
accuracy and Flscore values of 98.81%, 90.84%, 78.95%,
and 79.49% correspondingly.

In 2024, Asgharzadeh et al [19] suggested an intrusion
detection system for IOT that uses deep learning and a multi-
objective enhanced gorilla troops optimizer BMEGTO to
pick features effectively and identify anomalies more
accurately. The proposed model is implemented on two
benchmark data sets, NSL-KDD and TON-IoT and tested
regarding the accuracy, precision, recall, and FI-score
criteria. An accuracy of the BMEGTO-KNN model on the
TON-IoT and NSL-KDD datasets are 99.99% and 99.86%,
respectively.

In 2024, Al Quayed F et al [20] suggested a predictive
framework to enhances the cybersecurity of WSNs in
Industry 4.0 using a multi-criteria approach. Decision Tree
model provides an accuracy of 99.48%, precision of 99.49%,
recall of 99.48%, and F1 score of 99.49% in the detection.
However, these tools require more expert power, high-
performance computational resources, and continuous
training on updated datasets.

3. PROPOSED METHOD

This section presents a classification of unprocessed
packets into attacked packets and normal data packets using
Deep Learning Technique. The network traffic packets are
got from the Input Devices using the tool named Wireshark,
records the data in .pcap files. The data are pre-processing
using the techniques Data Cleaning, Normalization,
Discretization. The Feature Extraction process is done by
CNN (Convolutional Neural Network). Next Feature
Selection done by FSA (Flamingo Search Algorithm)
inspired by Flamingo bird food Searching and Feeding
behaviour. This Algorithm used to find the better feature
selection. Deep Learning using GhostNet technique
classifies the data features into three classes namely Mirai
attack, Gafgyt attack and normal data packets.

3.1 Data Collection

The Network traffic packets collected from the IoT
devices like smart lights, appliances, or sensors that
continuously communicate over a network using the tool
wireshark, which records the data in .pcap files contain
important data about how the devices are behaving and
interacting. This raw data is collected and passed into the
system for analysis.
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Figure 1. Proposed FLAM-WORK methodology

3.2 Data Pre-Processing

The preprocessing steps of normalization, data cleaning,
and discretization are used to enhance the data quality. Data
cleaning filling in missing information, and normalization
places the value within a predetermined range. Data are
categorized by discretization. Accurate data classification
requires a pre-processing step.

Normalization

The process of converting values measured on various
scales to a conceptually similar scale is called normalization.
Numerous methods exist for normalization, such as baseline,
min-max, and z-score normalization. Each sensor collects a
wide variety of resistance values, which, if appropriately
normalized, can aid in producing more accurate test data
predictions.

Data Cleaning

Data cleaning entails fixing errors, eliminating outliers,
and adding missing values. Sensor datasets that contain
broken sensor data and settling time zones must be cleansed.
Errors in the data collection process or problems with the
sensor itself are recorded as broken sensor data.

Discretization

Discretization of continuous predictors is a popular
method for preprocessing data, which is an important step
before data is entered into multiple machine learning
classifiers for learning. To enable effective dataset
integration, these models usually require the input data to be
pre-processed into discrete numerical values. a technique
where the continuous feature is split up into equal segments.
It is necessary to decide the number of intervals in advance.
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3.3. CNN based Feature Extraction

The convolutional neural network (CNN) has generated
a great deal of interest due to the advancement in computer
power and training methods. CNNs (Convolutional Neural
Networks) identify hidden patterns in data, apply filters to
find patterns, and process each layer. The function Relu was
used to highlight strong signals and retrieve the most crucial
data attributes for classification. The mathematical model
outlined in Equation (1) is followed by a conventional CNN.

ny = (M = N)xy = (D

Equation (1) states that the sensor features are extracted
by the hidden layers via convolution processes, represented
by M. A pooling layer that lowers the range comes after it.
Zxy is the output feature map at point (X, y) (x, y), and M is
kernel of px q p X q. Ultimately, the convolutional procedure
extracted the features. In the following stage, these retrieved
characteristics are fed into the ghost net classification model.

z:q Zp M(x+q)(y+P)qu

3.4 Feature Selection using Flamingo Search Algorithm

Flamingo Search Algorithm is used to select most
relevant features after extraction, to improve the accuracy,
reducing complexity and minimizing overfitting.
The FSA is divided into the foraging and migration behavior
of a flamingo population, which explores the search space
through inter-population information exchange and fixed
location movement rules, striving to find the optimal
solution.

Foraging Behaviour

During foraging, flamingos utilize their beaks as a large
sieve. With their beaks facing down and swinging in all
directions, they collect food and expel excess residue.
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Likewise, it selects the optimal feature subset that improves
accuracy and reduces redundancy The distance s of the
flamingo’s beak scanning behavior during foraging can be
expressed using the following formula.

s = |Dy X yb; + &, X v} (1)

where ¢, is —1 or 1, and D; is a randomly generated
number that follows a standard normal distribution with size
(0, 1). y;; represents the position of the i" flamingo bird in
the population’s j®* dimension, and the most abundant food
location in the population is denoted by yb;.

)

where D, represents a random number that conforms to
a standard normal distribution.

g =D, Xs

Migratory Behavior

When the food in the foraging area is not sufficient for
the survival of the flamingos, the flamingos will search and
migrate to the next location where food is more abundant.
Just as flamingos migrate to better environments, the
algorithm shifts solutions toward more promising regions in
the search space and improving the chances of finding the
optimal feature subset.

Ss+1

vyt =5+ w x (xdf — y5) (6)

In the above equation, ® is a random number, equal in
size to D,, to simulate the random behavior of flamingos
during migration.

3.5 Classification using GhostNet

Using ghost net model, the selected features from
network packet data are classified into three classes such as

Convolution
—_— —_ — —
Pre-
Processed
Pooling Selected
Data I
Convolutional Layer Feature

layer

Mirai attack, Gafgyt attack and Normal. This method swiftly
and precisely classifies the data. As illustrated in figure 2,
the convolutional layer-based mapping is initially used in the
Ghost module. Ghost Net uses the two routes listed below:

Primary Path

This path serves as the primary convolutional operation,
typically a depth-wise separable convolution. Since depth-
wise separable convolutions isolate spatial filtering from
channel-wise filtering, they are computationally less
expensive than ordinary convolutions. The feature mapping
obtained through the primary path is expressed as:

Fm=B=*d+c 2)

In this case, the feature map is represented by Fm, bias
by B =d, and conventional filters by c.

Ghost Path

The ghost path is inexpensive and shallow. The term
low-complexity operation is frequently used. Other, less
computationally costly aspects are captured via the ghost
path. The network can become more efficient and gain higher
representational power by combining data from both
pathways. The feature mapping that was acquired using the
ghost path is expressed as follows:

Fm=B *d’ 3)

where d' is the filter used in the ghost path. The Ghost
Net's output is passed into the softmax and fully connected
layers, which classify the data into Mirai attack, Gafgyt
attack and Normal.

Identity

Mirai attack
' {0 — Gafgytattack

Normal
softmax

Figure 2. Classification methodology

4. RESULTS AND DISCUSSION

This section explores the effectiveness of the suggested
strategy using a range of evaluation measures and gives the
experimental findings. Here, the suggested categorization
model is implemented using a Python programming tool.
Accuracy, precision, recall and F1-score are the evaluation
metrics used in the suggested approach.

4.1 Dataset Description

TON-IoT is the dataset used to evaluate the proposed
method. It has different samples and characteristics. The
TON-IoT dataset is a new generation of [oT/IloT datasets,
network traffic, and operating systems. This dataset has
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22,390,223 records, including normal and attack data, of
which 461,043 records are extracted from the Internet of
Things traffic (300,000 records from normal traffic and
161,043 records from attack traffic. This data set with 44
features and 8 attack types, including normal and abnormal
samples.

4.2 Evaluation Metric

This section explains the measures that were used to
evaluate the suggested approach. The effectiveness of the
recommended strategy has been evaluated using the F1-
Score, Recall, Precision and Accuracy measures.
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4.3 Performance Analysis

According to the experimental results, the suggested
FLAM-WORK technique has been compared with current
techniques for detecting attacks on network packet data,
including BMEGTO KNN, EBWO_HDLID and LIME.
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Figure 3. Accuracy and Loss curve for the proposed method

The accuracy and Loss curve in Figure.3 demonstrates
how effectively the suggested model learned from the
dataset. Using 10 epochs, the model's validation accuracy
was 98.84% with a validation loss of 0.0045%. It illustrates
the model's efficacy by showcasing its capacity to detect
attacks.
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Figure 4. Roc curve of the proposed method
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Figure 5. Confusion Matrix
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For classification tasks, Figure.5 shows confusion
matrices with performance predicted labels on low, normal,
and high 98.13% of labels are identified, with 1.3% being
classified as normal and 1.2% as somewhat elevated. The
classifier performs well across all datasets, especially when

it comes to detecting attacks.
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Figure 6. Performance Analysis
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Figure 7. Attack detection analysis

The performance study of categorization classes using
the TON-IoT dataset is shown in Figure.6 for the
Hypertension dataset, the recommended method's F1-Score,
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accuracy, recall, precision, and specificity are 98.61%,
97.73%, 92.44%, and 96.98%, respectively.

Figure.7 compares the attack detection rates of four
methods across different user counts. The proposed FLAM-
WORK method consistently achieves the highest detection
accuracy for all user groups, outperforming
BMEGTO KNN, EBWO HDLID, and LIME. Detection
performance slightly declines for other methods as user
numbers increase.

5. CONCLUSION

This study suggested a new FLAM-WORK method for
efficiently detecting attacks on IoT based network data
packets. The data are pre-processing using the techniques
Data Cleaning, Normalization, Discretization to enhance the
data quality. The CNN model is utilized for feature extraction
in order to efficiently capture features and improve the
classification model's accuracy. Next Feature Selection is
done by FSA inspired by Flamingo bird food Searching and
Feeding behaviour, which used to find the better feature. By
fed these selected features into the Ghost Net model, the
network is able to classify data reliably into three classes
such as Mirai attack, Gafgyt attack and Normal. In addition
to increasing intrusion detection, this method enhances
security by identifying threats early, preserving data
integrity, reducing downtime, and ensuring reliable system
performance. The proposed method is evaluated using
flscore, recall, accuracy, specificity and precision. For the
TON-IoT dataset, the proposed method's F1-Score, accuracy,
recall, precision, and specialty are 97.61%, 96.73%, 96.13%,
and 97.73%, respectively. The accuracy of FLAM-WORK
methodology is 1.3%, 0.7%, and 1.1% higher in the TON-
IoT dataset than the current BMEGTO_KNN,
EBWO_HDLID and LIME methods. The system can be
further developed by leverage Al and real-time analytics for
faster, more adaptive threat responses. Integration with IoT
and edge computing will enable decentralized, energy-
efficient, and scalable solutions.
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