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Abstract — Attack traffic is the presence of malicious network
traffic within a dataset, suggesting that at least one attack
occurred. This type of traffic is typically generated by
cybercriminals, hackers, or automated bots and can take many
forms, including DDoS attacks, malware infections, and
phishing efforts. To overcome this, a novel Attack Traffic
detection (AT-DKNN) is proposed in this paper for effectively
detecting and categorizing the types of attacks to improve cloud
security. The process begins with data from the IoT device.
Preprocessing of the collected dataset involves data
normalization to standardize the inputs. The Spatio-Temporal
Graph Neural Network (STGNN) is used for feature extraction,
exploiting both spatial and temporal connections to create
detailed feature representations. The feature extraction was
followed by feature selection using Red Kite optimization to
determine the most relevant attributes and reduce
dimensionality. The optimized features are fed into a Deep
Kronecker Neural Network, which classifies network data as
normal or attack traffic. Attack traffic is recognized for further
action, whereas normal traffic is safely routed to the cloud
environment. The AT-DKSNN method achieves 98.33%
accuracy, while the DNN, LSTM, and CNN approaches reach
low accuracy of 96.26%, 92.32%, and 94.25%, respectively.

Keywords — Deep learning, red kite optimization, Spatio-Temporal
Graph Neural Network, Deep Kronecker neural network, Attack
detection.

1. INTRODUCTION

The cloud has revolutionized data innovation by
providing unparalleled flexibility, adaptability, and
efficiency in information management and preparation. As
enterprises migrate their operations and information to the
cloud, cybersecurity challenges are also expanding [1]. IDPS
architectures are essential for securing cloud environments
against many threats, including traditional cyber-attacks and
new targeted interruptions. This introduction explores the
role of IDPS in cloud security, including its components,
problems, and advancements within the cloud ecosystem [2].
Cloud computing technology becoming increasingly
important for efficiently and securely managing large
amounts of data generated through communication networks
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[3]. The main concern is the security of national data. As the
globe becomes more globalized, cloud computing
infrastructures are increasingly being used commercially
across borders. Security mechanisms play a significant role
in determining the quality of cloud computing services [4].
Even while cloud computing is seen as a significant and
beneficial change to IT infrastructure, there is still a lot of
security work to be done to address its shortcomings. Cloud
security threats and vulnerabilities need to be identified and
fixed because cloud data centers house a significant amount
of personal and business information. Cloud infrastructure is
vulnerable to attacks since it uses virtualization methods and
common Internet protocols [6].

The DL system is particularly effective in distinguishing
DDoS attacks from benign traffic by extracting
representations of high-level features from low-level
communication. DL and computers provide efficient
deployment of security technologies such as access control,
cloud encryption, malware identification, and secure
uploading [7]. Implementing deep learning in cloud security
has significant benefits, including automated threat
detection. DL algorithms automatically identify anomalies
and security issues by analyzing vast volumes of data, such
as system logs, network traffic logs, and user behavior [8].
Deep learning-powered automated systems improve security
effectiveness by ensuring consistent and accurate task
performance. Deep learning algorithms identify patterns and
relationships in data, leading to more effective threat
identification and classification [9]. DL models are the most
effective optimization technique due to their ability to adapt
changing threats and learn from fresh data in real-time.
Efficient and cost-effective security systems minimize
response times, eliminate false positives, and need less
manual setting. DL analyzes past data and patterns to predict
future threats [10]. To overcome these challenges the
proposed AT-DKNN framework contribution are as follows:

e Initially, the process starts with collecting data
from IoT devices and pre-processed data,
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including data cleaning, normalization, to
remove irrelevant data.

e The AT-DKNN method utilizes a STGN to
extract the relevant features.

e Red Kite Optimization to minimize
dimensionality and find the most pertinent
features.

e Finally, AT-DKNN approach utilizes a Deep
Kronecker Neural Network to classify
intrusions like Normal, Attack Traffic. The
suggested technique efficiency is assessed
utilizing accuracy, precision, recall, flscore,
and MSE.

From the above literature survey, several shortcomings
are faced by existing methods such as potentially impacting
system performance, security, scalability, and efficiency.
This research introduces a novel method called AT-DKNN,
which will be covered in more depth in the next part to
overcome these problems.

2. LITERATURE SURVEY

In 2021, Selvapandian, D. and Santhosh, R.,[11]
developed an integrating cloud with IoT networks is gaining
popularity because it minimizes sensor node resource limits.
IDS are frequently used to assure network security and
operational reliability. IDS reliably finds anomalies in
complicated network environments while also ensuring
network security. Deep learning approaches have recently
become widely used in a variety of image and signal
processing, as well as security applications.

In 2022, Saadi, C. and Chaoui, H., [12] proposed a new
architecture for cloud infrastructure that integrates mobile
agent-based intrusion detection systems (IDS) with three
types of honeypots to identify attacks, examine the behavior
of attackers, increase the value of honeypots and IDS-based
mobile agents, resolve the limitations of intrusion detection
systems, improve IDS knowledge bases, and eventually raise
the detection rate in cloud environments. However, the IDS
system requires an efficient security architecture in order to
enhance cloud security.

In 2022, Akgun, D., Hizal, S. and Cavusoglu, U., [13]
proposed an intrusion detection system based on
preprocessing methods and a deep learning model. Various
models based on DNN, CNN) and LSTM were examined for
detection and real-time performance. Using the CIC-
DDo0S2019 dataset, a popular dataset in the area, the
suggested model was developed. The applied preprocessing
methods of CIC-DDoS2019 dataset, including feature
deletion, random subset selection, feature selection,
duplication removal, and normalizing. Improved recognition
performance was demonstrated by the assessments of
training and testing.

In 2023, Srilatha, D. and Thillaiarasu, N., [14] proposed
different cyber-attacks and network irregularities that
contribute to the development of an effective intrusion
detection system play an important part in modern security.
The NSL-KDD benchmark dataset is frequently used in

academia despite the fact that it was developed nearly a
decade ago and does not accurately reflect network traffic or
low-footprint assaults nowadays. The Canadian Institute of
Cyber Security published the CICIDS2017 network dataset
to tackle the NSL-KDD issue. There is no doubt that the
successful IDPS is developed and evaluated in a network
environment using a variety of machine learning techniques.
To create model that can replicate IDS-IPS system by
identifying either a stream of network data is malicious or
benign.

In 2023, Salvakkam, D.B., et al., [15] developed to look
for possible dangers in the cloud, and the emergence of
attacks using quantum computing necessitates the adoption
of an intrusion detection system (IDS) to evaluate the risks to
cloud security. In order to address this issues, this paper
offers a novel method for identifying cloud computing
breaches utilizing the KDDcup 1999, UNSW-NBI15, and
NSL-KDD datasets. Two goals are supposed to be achieved
by this proposed system. It proposes an accuracy
improvement model of IDS after first assessing the
weaknesses of the current IDS.

In 2023, Kavitha, C., [16] developed a filter-based
ensemble feature selection (FEFS) and used a deep learning
model (DLM). The suggested methodology was validated
using the data. The features that could aid in intrusion
prediction were selected from the obtained database.
Filtering, wrapping, and embedding algorithms are the three
feature extraction procedures that make up the FEFS. The
key features were selected to facilitate the DLM's training
process based on feature extraction process described above.
Ultimately, chosen features pass into the classifier. The DLM
integrates TDO with an RNN.

In 2024, Ali, S.Y., et al., [17] suggested system exhibits
its capacity to react to shifting threats by updating its
knowledge on a frequent basis with new data. The CNN-
based IDS is evaluated using detailed experiments that
compare its performance to older approaches. The findings
demonstrate that the CNN-based strategy performs better
than conventional IDS methods, underscoring its potential
dependable and effective IDS for cloud computing settings.
DL architecture was created to handle particular security
concerns associated with cloud computing. In contrast to
conventional intrusion detection systems that depend on rule-
or signature-based methods, this study describes a CNN-
based intrusion detection system that automatically learns
hierarchical characteristics from raw data while utilizing the
network's capacity

3. PROPOSED COVNET METHODOLOGY

In this study a novel AT-DKNN method approach is to
detect intrusions based deep learning to improve cloud
security in IOT device. This process begins with data
collection which is gather from the iot device. The collected
dataset goes under preprocessing, which includes data
normalization to normalized the inputs. Spatio-Temporal
Graph Neural Network (STGNN) is used for feature
extraction which exploiting both spatial and temporal
connection to generate rich feature representations. Then the
feature extraction passed through feature selection by using
Red Kite optimization to identify the most revelent features
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and reduce dimensionality. Optimized features fed into Deep
Kronecker Neural Network for classification and network
traffic is classified as normal traffic, attack traffic. Attack
traffic is identified for further action, while normal traffic is
The suggested

safely sent to the cloud environment.

technique shows a hacker injecting harmful traffic into the
system, which the framework is intended to detect and
mitigate. Figure 1 shows the overall workflow of the
suggested AT-DKNN methodology.
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Figure 1. AT-DKNN Proposed method

3.1 Data Collection

Data collection is gathering data from IoT devices,
sensors, and network logs in order to monitor activity and
detect potential dangers. This data could comprise network
traffic, device behavior, system logs, or environmental
characteristics that are critical for detecting abnormalities
and security issues.

3.2 Data Preprocessing

Preprocessing transforms incoming data into usable
shape by removing unnecessary information. The model's
accuracy and efficiency can only be increased by modifying
and preparing data for the learning process.

Z-Score Normalization

The value of a z-score represents standard deviation
from mean. Where the zero represents the mean, when the z-
score is positive. Compared to the mean average, the raw
score is higher. Normalization is a preprocessing technique
that breaks down numerical features and turns them into a
specific range.

10

Normalizing data can be done using a variety of
approaches, including decimal scaling, z-score, and min-
max. Equation 1 shows how Z-score normalization transfers
a previously unknown set of vi values from attribute E.
w)—p

al)

w'd) = (1)
w' represents the normalized value. v denotes the value
to be normalized in the attribute. u(j) refers to the attribute's

mean value, while d(j) represents its standard deviation.
3.3. Feature extraction using Spatio-Temporal GNN
Spatio-Temporal Graph Neural Networks

Graphs are widely used to depict data in several
domains, including social, biological, and financial. GNN-
based deep learning approaches have demonstrated higher
performance in semi-supervised node classification,
community  detection, graph  classification, and
recommendations. Spatio-temporal graphs, which model
relationships between nodes based on time and space, are
widely used in several domains. GNNs have been
successfully used to traffic graphs and influenza predictions,
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which is pertinent regarding our work. In the latter two
situations, temporal dependencies were integrated at the

model level, using a dynamic Laplacian matrix or a recurrent
neural network.
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Figure 2. ST-GNN Models

3.4. Feature selection using Red Kite Optimization

The RKO is a type of metaheuristic inspired the social
lives of red kites. Usually, red kites build their nests close to
lakes and wooded areas that are good for hunting. They hunt
at high speeds, reside together, and move erratically when

flying. Their voices are referred to as the "sound of unity,
which were created during moments such as finding good
bait, locating a water supply, migrating, and giving birth. The
sound of danger also refers to the sounds made at times of
peril, like an enemy attack, the death of another animal, an
earthquake, or a storm.

Input the value of Ib, ub, tmax
dimension

| Complete the decreaze coefficient |

|

Calculate SC and TC }

[ TUpdate the position of red Lites ]

Figure 3. Red Kite Optimization Flow chart
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It consists of three main steps, which are outlined below:

Posi, j(t)=lb+trandx(ub-lb), i=1, 2, ..., n and jnd j=1,
2...,d (1

where Posi, j(t) is ith red kite's location at iteration t, lb
and ub are lower and upper limits, respectively.

Best(t) = pos¢(O)if f1(t) < fpese(t) ()

In iteration t, Nest(t) represents the position of the best
bird, Posi(t) represents position of ith red kite, fi(t)
represents value of bird evaluation function in iteration t, and
fbest(t).

D = (eXp (t_rrtlax) - (t_rrtlax) —1 (3)

where t current iteration and t max is maximum
iteration

—_—

pOST (e + 1) = POSI(E) + Pu-1) @)
Pi(t+1) D) X Pu(0) + 5C(©) © (p0syus (©)

stl(t)) +UC() O (Best (t) — pos,(D) 5)

In this equation, Posrws(t) represents the bird location
chosen by the roulette wheel in iteration t, posnewi(t+1)
represents the bird's new position, and SO and UC are random
vectors.

— s

pos®¥ (t — 1) = max (min (post"ew t+1D+ ub) ,ib)

(6)

In this scenario, Posi(t+1) equals posnewi(t+1). As
previously noted, SC and UC random vectors that represent
each bird's voice of danger and solidarity. They are obtained
using the following relation:

{——SC (Hl):H} if rand <0.5

UC (t+1)="7

{sc (t+1)=73

— ﬁ} otherwise
UC (t+1)=71

)

The random vectors r1—, r2—, and r3— are in [1, 2],
[1, 3], and [0, 1], respectively. Figure 3. Shows the flow chart
of red kite Optimization

3.5 Deep Kronecker neural network Via Classification

DKNN is a neural network architecture that uses the
Kronecker product to represent complicated dependencies
and reduce number of parameters in DL models. The
theoretical research demonstrates that, under appropriate
conditions, KNNs cause a faster decline of the loss than feed-
forward networks. Figure 4 Schematic of a three hidden-
layers Deep Kronecker neural network.

Let's begin by supposing that we view n samples of
images that are represented by matrices. X; € R**P and
Scalar replies y; i=1..., n The answer y; is assumed to fit a
generalized linear model:

Vil X)~P(yi| X)) = p(yexply; < X;, € > — (< X;, € >
)} (®)

where p(.) and w(.) are specific known univariate
functions, and C € R%*? is the target unknown coefficients
matrix.

Given equation 8, for certain known link function g(.),

g(E(y)) =<X;,C > ©)

With (L>2) items, a rank-R Kronecker product decay is
used, and the coefficients C:

C=3YF,Bl ®B,®.® B (10)

Where Bf € R%Pil=1,...,.L,r=1,...,R  are
known as Kronecker factors and are unidentified matrices. It
is not assumed that the sizes of B] are known. But because
of the Kronecker product's characteristics, they
unquestionably.

Need to classify d = ML, d, and p = -, p;, To make
notation easier

B, ®By_; ® ...Q B =®!_,, By (11)

For any matrices By, ...., B with 1I" > [". Therefore, the
decomposition equation 10 is written as C = Y.R_, ®i_; B .

©)
Qutput

Hidden-Layer 1

Hidden-Layer 2

Hidden-Layer 3

Figure 4. Deep Kronecker neural
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4. RESULTS AND DISCUSSIONS

The suggested AT-DKNN method performance is
compared with the existing method regarding Recall,
precision, F-measure, and Rand accuracy. The efficacy of the
proposed method for intrusion detection is measured using
the publicly available large datasets, UNSW-NB15

4.1 Dataset Description

Slyaosr

Normal

UNSW-NBIS5 is a network intrusion dataset. It employs
nine various methods, including viruses, backdoors, fuzzers,
and denial-of-service attacks. The collection includes raw
network packets. The training set has 175,341 records,
whereas the testing set contains 82,332 records, including
normal and attack records. The majority of researchers have
independently evaluated their developed intrusion detection
system using these datasets. Fig.5.Show the attack detection
of UNSW-NB15 Dataset.

Fuzzers

Exploits

Figure 5. UNSW-NB15 Dataset

4.2 Performance analysis

Evaluation Measures, like recall, precision, F-measure,
and Rand accuracy, are biased and should not be utilized
unless the biases and the base case or chance values of the
statistic are expressly understood.

TrueP+TrueN

Accuracy= (TrueP+TrueN+FalseP+FalseN (12)
.. TP
Precision = ————— (13)
TP
bR = (TP+FN) (14)

Accuracy over Epochs

PR.DR

F1 score = 2 X (15)
PR+DR
FPR = —— (16)
TP+FP

These metrics offer a thorough evaluation of model's
intrusion detection capabilities. The model makes reliable
predictions by utilizing detection rate and precision. In order
to avoid incorrect classification, the model makes use of
accuracy and false positive rate.

Loss over Epochs
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Figure 6. Accuracy and Loss curve of UNSW-NBI5 dataset
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Figures 6(a) and 6(b) show the accuracy and loss plots
of suggested intrusion detection algorithms used to validate
and test classifications. The model's performance and
intrusion detection capabilities are displayed in these charts.
Furthermore, low loss values suggest successful learning
with less overfitting throughout the training period. Figure 7
shows a performance evaluation of the proposed model.

HDNN HEISTM 4RNN  HEAT-DKNN (proposed)
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Figure 7. Performance Evaluation of AT-DKNN model

Attack Detection
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Figure 8. Attack detection of Proposed Method

Performance assessment of the proposed system using a
variety of techniques relating to attack detection rate. Figure
8 illustrates Attack Detection Rate (ADR) for various
methods, comparing Normal Traffic and Attack Traffic, are
the Attack detection performance. The proposed range is
98.54% detection rate, while existing methods achieved only
93.85% for DNN, 96.8% for LSTM, 97.12% for RNN.

False Alarm

m 0 [

FFNN LSTM RNN

98.5

Performance

e v
ol P N
v N u e

94.5
AT-
DKNN(proposed)

Parameter

Figure 9. False alarm rate for Proposed Method

Figure 9 represents the false alarm rate 98.33% for
various IDS across the false detection rates. Overall, the
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proposed AT-DKSNN demonstrates superior effectiveness
in minimizing false alarms compared to the other methods.

ROC Curve: Normal vs. Attack Traffic
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Figure 10. Graph of ROC curve

Figures 10 show the ROC of Normal Attack and Attack
traffic classification results using UNSW-NB15. The
suggested AT-DKSNN achieved an AUC of 0.9901 for
Normal Attack and 0.9710 for Attack traffic cases that were
established by FPR parameters for UNSW-NB15 dataset.

4. CONCLUSION

In this study a novel AT-DKNN framework is to detect attack
traffic based on deep learning to improve cloud security. The
process begins with data collecting from the IoT device. The
acquired dataset undergoes preprocessing, which includes
data normalization to standardize the inputs. The Spatio-
Temporal Graph Neural Network (STGNN) is utilized for
feature extraction, leveraging both spatial and temporal
connections to build rich feature representations. The feature
extraction was then followed by feature selection via Red
Kite optimization to identify the most relevant characteristics
and reduce dimensionality. The optimized features are sent
into a Deep Kronecker Neural Network for classification
which are classified as normal or attack traffic. Attack traffic
is identified for further action, while normal traffic is safely
sent to the cloud environment. The accuracy approach for the
AT-DKSNN method is 98.33% and DNN, LSTM, CNN
methods achieve a low accuracy of 96.26%, 92.32%, and
94.25%, respectively. The suggested technique efficiency is
assessed utilizing accuracy, precision, recall, flscore, and
FPR. Future work will further enhance the scalability and
adaptability of the AT-DKSNN system to handle growing
intrusion patterns and larger, more diverse datasets.
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