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Abstract — This review highlights recent advancements in
animal species recognition using transfer learning, with a focus
on the VGG16 model. The use of deep learning methods,
particularly convolutional neural networks (CNNs), has
significantly enhanced the accuracy of classifying various
animal species. By leveraging pre-trained models, researchers
have been able to achieve remarkable results, even in scenarios
where labelled data is limited. This paper synthesizes findings
from various studies that utilized the VGG16 architecture
across different datasets, including mammals, birds, and
marine species, showcasing its efficacy in capturing intricate
visual features essential for species differentiation. Despite the
promising outcomes, significant challenges persist, such as the
dependency on well-annotated datasets and the need for robust
data augmentation techniques. Additionally, the review
highlights gaps in current research, particularly regarding the
adaptability of the VGG16 model across underrepresented
species and ecological contexts. This synthesis of existing
literature serves as a foundational resource for researchers
pursuing advancements in automated species recognition
methodologies.
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1. INTRODUCTION

Identifying animal species plays a crucial role in
biodiversity conservation, ecological studies, and wildlife
management. Traditionally, this task has relied on expert
taxonomists, whose availability is often limited by time and
geographic constraints. The advent of digital imaging
technologies, combined with recent advances in artificial
intelligence, has paved the way for automated species
recognition systems [1]. Deep learning, especially
convolutional neural networks (CNNSs), has proven to be a
highly effective tool for processing vast amounts of visual
data with exceptional accuracy. [2][3][4][5]. Transfer
learning, a technique that leverages pretrained models on
large datasets, has become increasingly popular in the
domain of animal species recognition. By fine-tuning
established architectures, researchers can effectively address
challenges associated with limited labelled data and improve
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classification performance [6][3][7]. Notably, the VGG16
model has gained prominence in recent studies for its deep
architecture and success in image classification tasks,
particularly across various animal taxa including birds,
marine life, and mammals [8][7][9]. This review highlights
recent advancements in animal species recognition using
transfer learning, with a focus on the VGG16 model. By
examining a range of studies that implement this approach,
the paper highlights the effectiveness of the VGG16
architecture in capturing nuanced visual features essential for
distinguishing  closely  related  species  [5][4][10].
Furthermore, it identifies existing gaps in the literature,
including challenges related to data scarcity, model
adaptability, and the need for innovative data augmentation
techniques [7][8][11]. Ultimately, this review serves as a
valuable resource for researchers and practitioners seeking to
leverage deep learning methodologies for enhanced species
identification and conservation strategies [12][13].

2. LITERATURE REVIEW

The use of deep learning, especially Convolutional
Neural Networks (CNNs), in wildlife image classification
has seen substantial growth, with transfer learning techniques
playing a key role. One study discusses advancements in
CNN architectures like ResNet50, NASNetMobile, and
InceptionV3 for recognizing endangered species, achieving
over 90% classification accuracy, and noting the emergence
of mobile applications for real-time classification with a
rapid turnaround time of approximately 460 milliseconds.
Despite these successes, gaps persist in addressing species
with high visual similarity and the reliance on general
datasets like ImageNet, suggesting the necessity for domain-
specific pretraining to improve performance in ecological
tasks [2]. A pioneering study showcased the efficacy of
transfer learning by achieving an impressive accuracy of
92.5% in classifying cat breeds using the Oxford-IlIT Pet
dataset; however, this study was limited to cat breeds, and its
results were not generalized to other animal categories,
potentially limiting its broader applicability [3]. Another
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comparative study evaluated multiple deep learning
architectures, concluding that VGG16 struck an optimal
balance between complexity and accuracy, achieving 85.3%
on a wildlife dataset while emphasizing the role of image
augmentation techniques, such as rotation and cropping;
nevertheless, the study had a limited focus on image
augmentation, indicating that further exploration of
advanced methods could enhance performance [4].

The literature reveals a growing focus on bird species
identification through CNNs, with models such as
ResNet152V2 achieving an impressive accuracy of 95.45%.
However, many existing studies concentrate on small
datasets, which limits the generalizability of their findings.
Additionally, challenges in distinguishing species with
similar characteristics are highlighted, pointing to the need
for larger, more diverse datasets to improve biodiversity
classification [5]. One study emphasizes the effectiveness of
pretrained models VGG16 and ResNet50 in animal species
recognition, achieving accuracies of 87% and 86%,
respectively. This research underscores the benefits of fine-
tuning these models, especially for recognizing smaller
species; however, a critical gap identified is the limited
availability of labelled datasets, particularly for small or
geographically isolated species. Moreover, the study
emphasizes the need for more precise labelling techniques,
such as bounding box annotations, to enhance model
performance in complex environments [6][14][15]. Another
paper discusses the use of MobileNet-V2, a lightweight CNN
optimized for animal recognition, which achieved a
commendable accuracy of 95.16% through transfer learning.
This model presents advantages in computational efficiency
and real-time applications compared to traditional CNNs.
Nevertheless, significant gaps remain, including the need for
evaluation on larger, more diverse datasets and the
exploration of integrating real-time video data for enhanced
animal recognition systems [7].

In the underwater realm, researchers faced unique
challenges due to data scarcity; yet they managed to achieve
an accuracy of 86% by employing a pre-trained ResNet50
model. The findings underscored the potential of transfer
learning to address obstacles posed by diverse environments;
however, accuracy could be improved with better data
diversity [8]. Another study explores the use of transfer
learning with deep residual networks (ResNet) for animal
activity recognition, specifically in sheep behaviour,
achieving a high accuracy of 98.40% through knowledge
transfer. While the results demonstrate transfer learning's
effectiveness in handling sensor variability, the focus on
sheep limits the generalizability of findings to other species
[9]. The versatility of the VGG16 model is also highlighted
in studies focused on birds and endangered species,
achieving accuracies of 89% and 87.5%, respectively,
through a hybrid approach that combined features from
multiple architectures; however, the study did not thoroughly
investigate the model's performance on imbalanced data,
which is common in conservation datasets [10].
Additionally, one model achieved up to 96.79% accuracy on
specialized datasets and 90.91% on broader datasets of 200
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bird classes. Gaps remain, including a reliance on small,
region-specific datasets that limit generalizability, challenges
with species that have high visual similarity, and the need for
improved dataset diversity and quality. Future research
should explore advanced architectures and evaluation
techniques to optimize classification performance [11].

Furthermore,  investigations into  EfficientNet
architectures for classifying marine species revealed that
EfficientNet-B5 outperformed other models, achieving a
remarkable 93.4% accuracy, but this study was limited by
computational resources, and deeper networks were not
extensively evaluated for accuracy gains [12]. A
comprehensive study on livestock species recognition using
the InceptionResNetV2 model achieved an accuracy of
91.3%; however, the dataset was limited to livestock, and
expanding the model to classify more species could enhance
its robustness [13]. For instance, authors employed the
VGG16 model in a study focusing on bird species
classification, yielding an accuracy of 88.7%. While the
model was accurate, it struggled with classifying very similar
bird species, indicating a need for additional feature
extraction techniques [16]. A study highlights the creation of
an loT-based Bird Species Classification and Object
Detection system utilizing MobileNetV2, which achieved a
training accuracy of 90.91% and a validation accuracy of
85%. Although the system improves bird-watching
experiences in India, its scope is limited to 200 species,
raising questions about its robustness and broader
applicability. [17][18]. Finally, in exploring goat/sheep
classification, a transfer learning approach with the Xception
model achieved an accuracy of 88.6%, yet it faced high
computational demand, and the effectiveness of data
augmentation strategies was not thoroughly explored
[19]120]. In exploring the classification of pistachio species
using transfer learning models, specifically AlexNet,
VGG16, ResNet50, and a novel Convolutional Neural
Network (CNN), the proposed CNN achieved an impressive
accuracy of 99%, outperforming AlexNet (90%), VGG16
(92%), and ResNet50 (94%). Evaluation metrics included
accuracy (ACC), precision (P), recall (R), and F1-score,
assessed over 20 epochs. However, the research identifies
gaps such as potential overfitting, limited dataset diversity
impacting generalizability, high computational
requirements, and challenges in model interpretability. The
findings emphasize the effectiveness of transfer learning in
agricultural classification while highlighting the need for
larger datasets and improved interpretability [21].

3. METHODOLOGY

3.1. Data gathering

The proposed methodology for this research utilizes the
iNaturalist Wildlife Dataset, constructed from data collected
through social media, camera traps, and citizen science
platforms. This dataset aims to provide a global overview of
wildlife and enable species monitoring, even in remote
locations. It is instrumental for automated wildlife
classification, a critical aspect of ecological studies,
conservation efforts, and wildlife management, facilitating
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species population estimates, individual identification, and
behavioral analysis. Traditional classification methods often
face challenges such as harsh environments, variable image
quality, and long-tail data distribution; however, the
iNaturalist dataset addresses these issues through a unique
spatiotemporal approach. The dataset consists of three
primary components: observations, metadata, and images.
Observations will be sourced from iNaturalist and will
include a subset focused on the Felidae and Elephantidae
families, comprising 2 taxonomic families, 16 genera, 48
species, and 67 subspecies. This selection is carefully curated
to reflect common challenges encountered in wildlife
classification. The spatiotemporal metadata, collected using
the Open-Meteo Weather API, will enhance the dataset by
providing environmental context, allowing classification
methods that extend beyond image recognition to consider
species' interactions with their habitats. The image
component consists of photographs from camera traps and
citizen-science contributions. These images will undergo
pre-processing using the Mega-detector, a YOLO-based
object detection model designed to recognize humans,
vehicles, and wildlife. This process involves cropping,
enhancing, and filtering the images to ensure quality,
effectively excluding erroneous entries such as footprints or
images containing multiple animals.

3.2. Preprocessing

Before training the VGG16 model, the collected images
will undergo preprocessing to enhance their quality and
ensure suitability for the deep learning pipeline. The process
includes resizing images to 224x224 pixels to align with
VGG16’s input requirements and normalizing pixel values to
a 0-1 range to accelerate convergence during training. Data
augmentation techniques such as rotation, zoom, horizontal
flipping, brightness adjustment, and shearing will be

employed to enhance dataset variability and improve model
robustness. These augmentations aim to help the model
generalize effectively by simulating diverse orientations,
scales, and lighting conditions typically observed in real-
world wildlife images.

3.3. Transfer Learning with VGG16

The VGG16 model, pre-trained on the ImageNet dataset,
will serve as the backbone for the transfer learning process.
Initially, the convolutional layers of VGG16 will be used for
feature extraction, leveraging pre-trained weights to enhance
learning efficiency. The original architecture will be
modified by removing the top fully connected layers and
adding new custom layers designed for classifying various
animal species. These modifications will include a dense
layer, a dropout layer to mitigate overfitting, and an output
layer with a softmax activation function. The model will
undergo fine-tuning, where the new layers will be trained
while keeping the lower layers frozen initially, followed by
gradual unfreezing of the lower layers to allow the model to
learn more specific features relevant to the dataset.

3.4. Model Training

The dataset will be divided into training, validation, and
test sets, typically in an 80-10-10 ratio. The training process
will utilize the Adam optimizer for weight adjustments and
the cross-entropy loss function to evaluate model
performance. Key hyperparameters, including learning rate,
batch size, and the number of epochs, will be optimized using
grid search. Early stopping will be applied to prevent
overfitting by halting training when validation accuracy no
longer improves. The model will be trained to convergence,
with validation metrics closely monitored to ensure optimal
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Figure 1. The image classification pipeline consists of several stages: preprocessing the raw dataset, training and validating
the model architecture, and ultimately testing the finalized model using a range of diverse sample sets.

3.5. Evaluation

After completing the training process, the model's ability
to accurately recognize animal species will be thoroughly
evaluated using a range of performance metrics, including
accuracy, precision, recall, and Fl-score. These metrics
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provide a comprehensive view of the model’s effectiveness
by measuring its overall performance, ability to correctly
identify true positives, minimize false positives, and balance
precision and recall. Additionally, a confusion matrix will be
generated to analyze the classification performance for each
species in detail. This matrix will highlight areas where the
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model performs well and pinpoint specific species or groups
of species where misclassifications occur, offering valuable
insights into potential shortcomings. Such an analysis can
help refine the model by identifying challenging classes that
may require additional training data or enhanced
preprocessing techniques. The test dataset, containing unseen
samples, will be used to evaluate the model's generalization
capabilities. This step ensures that the model is not
overfitting to the training data and can maintain high
performance when applied to new, real-world scenarios. To
gauge its competitiveness, the model's accuracy will be
compared to benchmark results achieved by state-of-the-art
approaches in animal species recognition.

Furthermore, visualization tools such as precision-recall
curves, receiver operating characteristic (ROC) curves, and
bar charts will be utilized to graphically present the
evaluation results. These visual aids will help interpret the
model’s performance, making it easier to identify strengths
and weaknesses. By highlighting areas for improvement,
these tools can guide future iterations of the model,
ultimately contributing to more robust and reliable species
recognition capabilities.

3.5. Evaluation

VGG16, a widely used convolutional neural network for
transfer learning, offers a simple and uniform architecture
that is effective for feature extraction and general image
classification tasks. However, compared to more advanced
models like ResNet, Inception, MobileNet, and DenseNet,
VGG16 has significant limitations in terms of computational
efficiency and scalability. ResNet, with its residual
connections, allows for much deeper architectures without
performance degradation, often surpassing VGG16 in
accuracy while requiring fewer parameters. Inception
networks excel in efficiency and multi-scale feature
extraction, making them more suitable for tasks demanding
both accuracy and computational performance. MobileNet,
on the other hand, is specifically designed for resource-
constrained environments, leveraging depthwise separable
convolutions to achieve lightweight and fast performance,
though it may sacrifice accuracy on complex datasets.
DenseNet, with its densely connected layers, enhances
feature reuse and gradient flow, often outperforming VGG16
with fewer parameters. While VGG16 is still a solid choice
for tasks prioritizing simplicity and interpretability, its higher
computational demands and lower performance on complex
tasks make it less competitive than these modern
architectures for most transfer learning applications.

4. DISCUSSION

The advancements in animal species recognition using
transfer learning underscore the effectiveness of deep
learning architectures, particularly the VGG16 model.
Numerous studies have demonstrated that transfer learning
significantly enhances model performance, especially in
scenarios with limited labelled data. For example, leveraging
pre-trained models like VGG16 has resulted in remarkable
accuracy rates in various species classification tasks,
including marine species, cats, and birds [8][3][16].
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Additionally, the VGG16 and ResNet50 models have shown
strong performance, achieving accuracies of 87% and 86%,
respectively, in animal species recognition, further validating
the effectiveness of transfer learning in this domain [6].
While these promising results highlight the potential of
transfer learning approaches, several limitations persist.
Many models, despite achieving high accuracy, struggle with
classifying underrepresented species due to imbalanced
datasets [5][4]. This issue is exacerbated in conservation
datasets, where certain species are significantly
underrepresented, affecting the model's ability to generalize.
Additionally, the reliance on specific architectures, such as
VGG16 or ResNet, may limit generalizability across
different datasets and species. This suggests a need for hybrid
models that combine multiple architectures for improved
performance [16][10]. Moreover, the computational
requirements of deep learning models pose challenges,
particularly in real-time applications or when deployed on
resource-constrained devices. While lightweight models like
MobileNet-V2 offer solutions for resource efficiency, they
often require optimization techniques to maintain high
accuracy [7][11]. Future research should focus on integrating
these lightweight models and exploring optimization
strategies to make species recognition systems more
accessible and efficient in practical applications [7][17].
Overall, the ongoing exploration of transfer learning in
animal species recognition reflects a dynamic field with
substantial  potential for practical applications in
conservation, biodiversity monitoring, and ecological
research. Continued innovation and collaboration among
researchers will further enhance the effectiveness of these
systems, paving the way for more accurate and robust species
classification solutions [13][12].

5. CONCLUSION

This review underscores the progress made in animal
species recognition through transfer learning, specifically
utilizing the VGG16 model. The studies analyzed
demonstrate the effectiveness of pre-trained deep learning
architectures in achieving high accuracy with limited
datasets. Techniques such as data augmentation and model
fine-tuning are critical for improving performance and
generalization. However, challenges such as dataset
variability and overfitting still exist, hindering broader
applications in real-world scenarios. Future research should
aim to overcome these limitations and explore innovative
approaches for more robust and adaptable models. Overall,
the advancements in this field hold great promise for
enhancing biodiversity monitoring and conservation effort.
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