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Abstract The Internet of Things (IoT) has become an 

increasingly popular study area, with billions of devices 

deployed globally in recent years. These devices can speak 

with one another without the need for human involvement 

because they are all connected to the Internet. But this also 

gives rise to new security problems that are becoming more 

and more prevalent and important areas for study. A novel 

INtrusion Detection in Iot using Advanced deep learning 

NETwork (INDIA-NET) has been presented in this paper to 

address these shortcomings. It effectively detects intrusions 

using this innovative Deep Learning (DL) technique. The 

dataset's duplicate and redundant data are first eliminated by 

preprocessing using the Minkowski distance-based closest 

neighbour algorithm. After preprocessing an enhanced 

transient search optimization algorithm has been used for 

feature selection. After selecting the features, the features are 

sent to the novel convolutional neural network combined 

Generative Adversarial Network (CNN-GAN) which classifies 

the output into DOS attack, UR3 attack and normal. The 

accuracy, precision, recall, and detection rate, among other 

particular metrics, have all been used to calculate the 

suggested method's performance. Using the NSL-KDD dataset, 

the suggested INDIA-NET system has been assessed. Its results 

show improvements in accuracy, precision, recall, and F1-

score, with respective values of 99.02%, 99.38%, 98.29%, and 

98.83%. 

Keywords – Intrusion detection, Internet of things, Convolutional 

neural network, Generative Adversarial Network, Enhanced 

transient search optimization algorithm. 

1. INTRODUCTION 

The term "Internet of Things" (IoT) refers to the 

industrial and research trend in the field of information and 

communications technology (ICT) that has grown to be a 

part of everyday technological development [1]. The phrase 

"internet of things" (IoT) describes a new paradigm for 

communication in which items are equipped with sensors 

and actuators that allow them to detect their surroundings, 

interact with one another, and exchange data over the 

internet [2].  

Currently, there are over 50 billion internet-connected 

gadgets (IoT), and in the coming years, this number is 

predicted to increase significantly. Numerous applications 

can benefit from the massive amount of data generated by 

these enormous numbers of devices. Food, demotics, smart 

farming, e-health, agriculture, assisted living, and improved 

education are just a few examples of the many scenarios 

where IoT technologies might be used.  

IoT devices are prone to several possible security risks 

since they are linked to the worldwide internet via immature 

and insecure communication protocols and apps. One 

instance of this kind of problem happened in October 2016, 

when DVRs and webcams, two common IoT devices, were 

taken advantage of and turned into attack tools in order to 

compromise a major DNS provider (Dyn). A massive 

Internet outage resulted from this operation, and popular 

websites like Amazon, Netflix, and Twitter were no longer 

accessible. For IoT applications, an accurate intrusion 

detection technique is also necessary. 

Numerous intrusion detection systems (IDS) have been 

put out to shield Internet of Things devices from 

cybercriminals. However, because the Internet of Things is 

connected to the world wide web, there is a considerable 

danger of intrusion by malicious actors who can defeat 

preventive measures. To overcome these drawbacks, a 

novel INtrusion Detection in Iot using Advanced deep 

learning NETwork (INDIA-NET) has been proposed, which 

uses novel deep learning technique and detects the intrusion 

efficiently. The major contributions of the proposed INDIA-

NET have been given as follows. 

 Initially, the data from the dataset are preprocessed 

using Minkowski distance based nearest neighbor 
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technique in which the replica and repeated data 

are detached from the dataset.  

 After preprocessing an enhanced transient search 

optimization algorithm has been used for feature 

selection.  

 After selecting the features, the features are sent to 

the novel convolutional neural network combined 

Generative Adversarial Network (CNN-GAN) 

which the classify the output into DOS attack, UR3 

attack and normal. 

 The effectiveness of the developed technique has 

been calculated utilizing specific parameters 

involving accuracy, precision, recall, and detection 

rate respectively. 

The remaining sections of the paper are organized as 

follows. Section 2 describes the literature review for 

intrusion detection frameworks for IOT in detail. Section 3 

describes the proposed INDIA-NET for detecting attacks in 

detail. Section 4 describes the results and discussion and 

section 5 discusses the conclusion section. 

2. LITERATURE REVIEW 

In 2023, Sharma, B., et al.  [1] introduced a unique 

anomaly-based IDS solution for IoT networks. The 

accuracy of the suggested model was 84%. To address the 

issue of class imbalance in the dataset, Generative 

Adversarial Networks (GANs) were utilised to produce 

synthetic data of minority attacks, and with a balanced class 

dataset, they reached 91% accuracy. 

In 2023, Jothi, B. and Pushpalatha, M. [2] proposed a 

novel intrusion detection system (IDS) that leverages 

efficient DL frameworks. Driven by the advantages of Long 

Short-Term Memory (LSTM), whale integrated LSTM 

(WILS) frameworks have been suggested to project 

efficient IDS to identify a variety of distinct situations of 

threats on IoT networks. The accuracy, precision, and recall 

of the WILS models surpass those of other intelligent 

models currently in use, demonstrating their suitability for 

IoT networks. 

In 2023, Lazzarini, R., et al [3] introduced the Deep 

Integrated Stacking for the IoT (DIS-IoT) model, which 

creates a freestanding ensemble model by integrating 4 

dissimilar DL models into a fully linked DL layer. The 

outcomes were juxtaposed with those of other cutting-edge 

studies that employed comparable techniques on the 

identical ToN_IoT dataset and were found in the literature. 

In binary classification, DIS-IoT performs similarly to other 

methods, but it surpasses them in multi-class classification. 

In 2023, Elnakib, O., et al. [4] suggested an improved 

anomaly-based Intrusion Detection Deep learning method. 

A 95% accurate multi-class classification model (EIDM) is 

able to categorise 15 different traffic behaviours, including 

14 different forms of attacks, using data from the 

CICIDS2017 dataset. Additionally, six kinds of network 

traffic behaviour are classified using four customized 

baseline DL frameworks. 

In 2023, Thakkar, A. and Lohiya, R., [5] introduced the 

Bagging classifier that employs a deep neural network 

(DNN) as a base estimator as a means of addressing the 

challenge of class imbalance through the use of ensemble 

learning. The outcomes of the suggested method are also 

statistically examined through the use of the Wilcoxon 

signed-rank test. 

In 2023, Bhavsar, M., et al. [6] created an Intrusion 

Detection System (IDS) that was based on a DL framework 

known as Pearson-Correlation Coefficient - Convolutional 

Neural Networks (PCC-CNN). Lastly, they examine and 

contrast the PCC-CNN model with five conventional PCC-

ML models. The suggested DL-based IDS performs better 

than conventional techniques. 

In 2023, Hosseini, S. and Sardo, S.R., [7] presented a 

hybrid approach that combines deep learning and shallow 

learning. The suggested technique makes use of a Siamese 

neural network-based classical to improve data 

classification after first employing a spider monkey 

optimisation feature selection framework. The suggested 

model's accuracy, calculated with a random forest classifier, 

is 94.69%. Furthermore, the suggested model's minimal 

computational load makes it a suitable option for Internet of 

Things devices with limited computing power. 

3. INTRUSION DETECTION IN IOT USING 

ADVANCED DEEP LEARNING NETWORK 

In this section a novel INtrusion Detection in Iot using 

Advanced deep learning NETwork (INDIA-NET) has been 

proposed, which uses novel deep learning technique and 

detects the intrusion efficiently. Initially, the data from the 

dataset are preprocessed using Minkowski distance based 

nearest neighbor technique in which the identical and 

replicated data are detached from the dataset. After 

preprocessing an enhanced transient search optimization 

algorithm has been used for feature selection. After 

selecting the features, the features are sent to the novel 

convolutional neural network combined Generative 

Adversarial Network (CNN-GAN) which the classify the 

output into DOS attack, UR3 attack and normal. The overall 

architecture of the proposed INDIA-NET has been given in 

Figure 1. 

3.1. Preprocessing 

The Minkowski distance is used to calculate the 

distance between each pair of data, and similarity measures 

of the dataset's data are used to start this process. 

Reproduction and redundant records are then eliminated 

from the dataset and sent into the next stage, where missing 

values are replaced by computing the nearest neighbour, in 

order to avoid the classifier from being biased in favour of 

more common records. Imputation, also known as deficient 

cost replacement, is a technique for estimating the relevant 

cost of absent features included in the data. By locating the 

closest neighbours of the lacking values, the proposed cost 

of the missing attributes is used to replace the lacking cost 

in this method of altering lacking records. Suppose there's a 

dataset with n records and w characteristics per file. We 

also know that 𝐷1  has a missing attribute. The K closest 

neighbours of 𝐷1 are then ascertained using the Euclidean 

distance (𝐸𝑑) in the following manner: 
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𝐸𝑑 = ∑ |𝐷1 − 𝐷𝑥|2𝑛
𝑥=1       (1) 

The K nearest neighbour records for 𝐷1 are found 

based on the distance value, and 𝐷1's attribute value is 

calculated using the attribute values of its k neighbours. The 

neighbour records' values are used to calculate the mean 

value of a, which is then used to replace the missing value. 

In order to remove all uncertainties from the dataset, all 

duplicated data is removed in this stage and missing values 

are restored. 

 

Figure 1. INDIA-NET architecture 

3.2.  Feature selection phase 

To enhance intrusion detection in the IoT, pertinent 

characteristics are chosen based on their quality at this step 

of the established FS model, as seen in Figure 1. This is 

accomplished by utilising a local optimizer technique-based 

improved version of TSO, which is on the basis of operator 

of DE. The first step in the established FS approach, called 

ETSO, is to create the starting population P, which consists 

of M agents. Next, each agent is transformed into its binary 

form, and the training set is shrunk by eliminating the 

characteristics that match zeros inside this binary form. The 

performance of the chosen feature is then calculated using 

the KNN classifier's error classification. The agent with the 

highest fitness value is then assigned. The operators of TSO 

and DE, together with this best agent, state that the agents 

in the present population are modernized until they arrive at 

the best answer. 

1) INITIAL POPULATION CONSTRUCTION 

The created TSODE begins by separating the dataset 

into training and testing sets, which are represented by 80% 

and 20% of the total sample size, respectively. The starting 

value for a collection of M agents P, that describes the 

initial population, is then formed using ETSO using Eq. (2). 

𝑃𝑥 = 𝐿𝐿 + 𝑟𝑎𝑛𝑑 (1, 𝑅) × (𝑈𝐿 − 𝐿𝐿)                 (2) 

where R, the number of retrieved features, denotes each 

agent's dimension. R values at random from [0, 1] are 

indicated by the notation rand(1,R). The boundaries of the 

search domain are denoted by LL and UL. 

2) UPDATING POPULATION  

This level begins by using Equation (3) to transform 

each 𝑃𝑥 agent into its Boolean form, 𝐴𝑃𝑥. 

𝐴𝑃𝑥𝑦 = {
1       𝑖𝑓 𝑃𝑥 > 0.5
0       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                                (3) 

Eq. (3) states that the large range of functions in the 

training set is minimized by casting off the ones functions 

that resemble zeros. The health cost for each agent 𝑃𝑥 is 

then determined using the following equation. 

𝑓𝑥 = 𝜆 + 𝛾𝑥 + (1 − 𝜆) × (
|𝐴𝑃𝑥|

𝑅
)                                   (4) 

In Equation (4), 𝛾𝑥represents the classification error 

determined by a KNN classifier using the training set. 

Random weights with λ ∈ [0,1] are employed to maintain 

equilibrium between the classification error and the ratio of 

pertinent features (
|𝐴𝑃𝑥|

𝑅
). To ensure clarity, let us assume 

the following: 𝐻1𝑥  =
 [0.0975, 0.2785, 0.5469, 0.9575, 0.9649, 0.1576, 0.9706] 
represents the seven properties (dimension) of the current 

agent 𝑃𝑥. Once Eq.(4) is used, 𝐴𝑃𝑥= [0, 0, 1, 1, 1, 0, 1].  

This indicates that the training set is reduced by utilizing the 

third, fourth, fifth, and seven characteristics, which are 

selected as relevant features. The evaluation of these 

selected features is done using Equation (5). Subsequently, 

the optimal agent 𝑃𝑏𝑒𝑠𝑡with the highest fitness value 𝑓𝑏𝑒𝑠𝑡 is 

identified. 𝑃𝑏𝑒𝑠𝑡 is then used to update the current agents 

with the TSO and DE operators. By enabling these 

operators to operate in a competitive way, the process is 

carried out and the variety of the agents is maintained. 

3) TERMINAL CONDITIONS  

The stopping requirements are examined at this point, 

and if necessary, action is taken. If this is not the case, 

the𝑃𝑏𝑒𝑠𝑡  is returned and the updating stage is repeated.  

3.3. Classification 

The convolutional neural network combined generative 

adversarial networks (CNN-GAN) are utilized to classify 

the risks into DOS, UR3, and normal. The fs process 

features are embedded by CNN into fixed-length features, 
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which are subsequently fed into the backpropagation 

network (BP network) and generative adversarial network 

(GAN), respectively. When working with small-scale 

datasets, the created data not only improves the attack 

features but also successfully addresses the issues of 

inadequate samples and single information. Following that, 

a BP network is trained using a mixture of the produced 

samples from GAN and the real samples. Because of the 

modular nature, attack information is shared throughout 

modules as processed features.  

This method allows for the selection of unique and 

environmentally friendly characteristics for complex 

information assessment tasks with high dimensionality by 

utilizing the hierarchical and adaptive properties of CNNs. 

Furthermore, by using CNNs for characteristic selection, we 

can automatically extract the most informative functions 

from the input data without the need for manual 

characteristic engineering. In order to designate CNN for 

feature selection, we first instruct the CNN version on how 

to use the provided dataset. Next, we extract the final 

convolutional layer from the proficient rendition. Then, 

since the original version outputs the activations of the 

closing convolutional layer, we generate a new version that 

accepts equal inputs. In order to determine the essential 

functions, we finally compute the mean activation over all 

test samples. The activations of the convolutional layers 

represent the learned features in the input data, and features 

with in height mean activation indicate their significance. 

The input data's learnt features are represented by the 

convolutional layer activations, and those with high mean 

activation suggest their importance. It is important to note 

that the suggested activations are no longer limited to the 

final convolutional layer within the CNN network; they can 

now be generated for any convolutional layer. However, we 

often focus on the final convolutional layer since it 

possesses the most informative and discriminative 

characteristics that aid in identifying IoT attacks. 

3.3.1. Data augmentation 

The module functions as an adversarial network, 

wherein the discriminator treats the convolutional attack 

data as authentic data, and the generator may produce 

several attack features directly using the similar delivery of 

processed real-world data. The adversarial network may 

therefore provide a variety of produced features that 

comprise varied and instructive assault information 

assumed the processed attack features as input. 

In order to enhance the general framework 

performance, the data augmentation component has been 

streamlined. The module's output takes the form of attack 

characteristics with semantic information instead of phrases 

or texts. The adversarial network no longer needs to 

establish a connection with the structure that translates 

attack traits into words or documents, based on the notions 

discussed above. In order for the adversarial network to 

produce attack features that fall under each category, all of 

the processed features along with their respective categories 

are fed into it during network training. 

 

The Generator  

The vanishing and expanding gradient problem in 

backpropagation are the reason for the widespread usage of 

recurrent neural networks (RNNs) in natural language 

processing (NLP) due to the discontinuous distribution of 

textual data.  

𝑢𝑡 = 𝜎(𝑍𝑢 . [𝑠𝑡−1, 𝑎𝑡)])                                       (5) 

where the vector concatenation is [s,a]. The amount of 

data that is written from the previous state to the present 

candidate set 𝑠̃𝑡 is managed by the reset gate 𝑒𝑡. Less 

information is written from the prior state the smaller the  

𝑒𝑡. The reset gate serves the following purposes: 

𝑒𝑡 = 𝜎(𝑍𝑒. [𝑠𝑡−1, 𝑎𝑡)])                                       (6) 

The GRU determines how the generative network is set 

up. The update gate 𝑢𝑡 controls how much data is sent from 

the previous state into the current state. The higher the 

value of 𝑢𝑡, the more state information is brought at the 

previous time. The modified gate carries out the subsequent 

tasks: 

𝑠̃𝑡 = tanh (𝑍𝑠̃. [𝑒𝑡 ⊙ 𝑠𝑡−1, 𝑎𝑡)                          (7) 

𝑠𝑡 = (1 − 𝑢𝑡) ⊙ 𝑠𝑡−1 + 𝑢𝑡 ⊙ 𝑠̃𝑡                     (8) 

The elementwise product is represented by ⊙. To 

create the mapping from noise space to text semantic space, 

we feed random noise into the generator. 

The Discriminator 

Convolutional networks are built to distinguish 

between the source of the text and the generated text since 

both may be quantified as features of a given length. The 

following is how the textual feature {𝑎1, 𝑎2, … , 𝑎𝑚} is 

processed: 

𝑘𝑥 = 𝑓(𝑎𝑥 ⊗ 𝑧 + 𝑖)                                         (9) 

where 𝑧 ∈ ℝ𝑛 is a 1D kernel to create a new feature 

map, i is a bias term, 𝑎𝑥 is the l-dim textual features, and ⊗ 

is the convolution process. Different characteristics are 

extracted using different numbers of kernels with varied 

window widths. In particular, the textual feature that was 

extracted using window size n by kernel z is expressed as 

follows: 

𝑘𝑥 = [𝑘𝑥,1, 𝑘𝑥,2, … , 𝑘𝑥,𝑙−𝑛+1]                           (10) 

The max-pooling procedure is used to shift all pooling 

features from different kernels to a fully linked softmax 

layer, which is then applied to the feature map 𝑘̃ =
max (𝑠) to estimate the probability that a given feature is 

real. 

Classifier Module 

The multilayer-feedforward network created by dense 

networks is a classifier that uses the error backward 

propagation technique. The idea is to iteratively compute 

the variance between the actual and predicted outputs, and 

then the network modifies the weights based on that 

difference. 
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The network receives 𝑍𝑙:𝑔 and produced features 

𝑍∗
𝑙:𝑔as input for training. ReLU serves as the activation in 

this case. A dense network with three to five completely 

linked layers is built in order to investigate the best possible 

network structure. In addition, the dropout probability is 0.5 

and the dropout modules are put between the fully linked 

layers to prevent overfitting. The network is trained using 

the produced data 𝑍∗
𝑙:𝑔 and the real data 𝑍𝑙:𝑔. The following 

are the activation function and its derivative: 

𝑓(𝑎) = max(0, 𝑎) = {
0,    𝑎 < 0
1,    𝑎 ≥ 0

                                     (11) 

4. RESULTS AND DISCUSSION 

The experimental design and content, including 

datasets, baselines, parameter setup, and analysis of the 

experimental results, are covered in detail in this part. We 

evaluate the suggested INDIA-NET system's performance 

using important performance indicators including F-score, 

accuracy, precision, and recall. 

4.1.  Dataset Description  

We utilised the NSL-KDD benchmark dataset, the most 

recent iteration of the KDD'99 dataset 27, to assess INDIA-

NET's performance. This dataset, which has 22,554 records 

for testing and 125,973 records for training, includes DoS 

and U2R cyberattacks. There are 41 features in all, which 

include source bytes, destination bytes, flag, protocol, 

service, and duration. 

4.2. Performance comparison 

 The efficacy of the suggested method has been 

assessed utilizing specific parameters involving accuracy, 

precision, recall, f1 score, and detection rate which are 

represented as follows.Performance comparison shown in 

Figure 2. 

 

Figure 2. Performance comparison 

An essential metric for assessing classifiers' efficacy in 

intrusion detection is accuracy. It is evident that the INDIA-

NET strategy outperforms earlier methods like DIS-IoT 

[16], EIDM [17], and PCC-CNN [19]. Our suggested 

work's accuracy is compared to earlier research, which 

further supports the idea that the INDIA-NET framework 

performs better. This is because earlier research, which used 

unclear datasets and non-optimal feature processing, was 

unable to forecast the class of data. By overcoming these 

problems, we were able to get a high level of accuracy. The 

other performance metric we studied was the capacity to 

recall previously published and suggested works. It was 

found that the INDIA-NET framework has strong 

performance in recall metrics as well, a crucial aspect of 

intrusion detection. Therefore, all anomalies can be detected 

by the suggested INDIA-NET framework with little errors. 

 

 

Figure 3. Detection rate comparison 

Figure 3 shows the detection rate comparison of 

suggested INDIA-NET with the existing techniques such as 

DIS-IoT [16], EIDM [17], and PCC-CNN [19]. The 

comparison has been made with varying number of nodes 

ranging from 50 to 200. As the number of nodes increases, 

the detection rate decreases. However, the proposed INDIA-

NET achieves higher detection rate than existing 

techniques. 

5. CONCLUSION 

In this paper, a novel INtrusion Detection in Iot using 

Advanced deep learning NETwork (INDIA-NET) has been 

proposed, which uses novel deep learning technique and 

detects the intrusion efficiently. The proposed method uses 

a novel convolutional neural network combined Generative 

Adversarial Network (CNN-GAN) which classifies the 

output into DOS attack, UR3 attack and normal. The 

efficacy of the suggested technique has been calculated 

employing specific parameters involving accuracy, 

precision, recall, and detection rate respectively. 

Experimental results shows that the developed method 

achieves higher detection rate than other existing techniques 

such as DIS-IoT, EIDM, and PCC-CNN respectively. The 

proposed INDIA-NET system has been evaluated utilizing 

the NSL-KDD dataset, and the suggested work attains 

better performance in accuracy, precision, recall and F1-

score of 99.02%, 99.38% , 98.29% and 98.83% repectively. 

In the future, we want to assess INDIA-NET using a variety 

of classifiers, like random forests, decision trees, and Naive 

Bayes, on datasets like KDD-99 and UNSW-NB 15. 
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