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1. C-AVPSO: DYNAMIC LOAD BALANCING USING AFRICAN VULTURE PARTICLE 

SWARM OPTIMIZATION 

 

 D. Champla, Ghazanfar Ali Safdar, B. Muthukumar and M. Mohamed Sithik 

Abstract – Cloud computing is a novel technology that allows consumers to access services from anywhere, 

at any time, under different conditions, and is controlled by a third-party cloud provider. Cloud task 

scheduling is a complicated optimisation problem. However, both under- and over-loading conditions cause 

a range of system problems as far as power consumption, machine failures, and so forth are concerned. 

consequently, virtual machine (VM) work-load balancing is regarded as a key component of cloud task 

scheduling. In this paper, a novel cloud-based African vulture particle swarm optimisation [C-AVPSO] has 

been proposed. Using C-AVPSO, the developed optimization algorithm solves the dynamic load balancing 

problem effectively. In this method, the exploration space was obtained by using the AVO procedure whereas 

the enhanced response was identified by the PSO procedure. This algorithm successfully resolves resource 

utilization, response time, and cost constraints of the task. As a result of combining the AVO and PSO 

algorithms into the proposed AVPSO algorithm, the convergence rate and performance metrics for load 

balancing in the cloud environment are improved. To improve the operation's efficiency, the proposed 

method balances VM loads efficiently. The proposed framework is compared to existing approaches like 

QMPSO, FIMPSO and ACSO based on energy utilization, degree of imbalance and task migration, response 

time and resource utilization. The proposed C-AVPSO technique reduces resource utilization of 19.1%, 31%, 

and 54% than, QMPSO, FIMPSO and ACSO existing techniques. 

Keywords – Cloud computing, Load balancing, C-AVPSO, virtual machine, Optimisation. 

 

 

2. A NOVEL INTERNET OF THINGS-BASED ELECTROCARDIOGRAM DENOISING 

METHOD USING MEDIAN MODIFIED WEINER AND EXTENDED KALMAN 

FILTERS 

 

L. Jenifer, Xiaochun Cheng, A. Ahilan and P. Josephin Shermila 

Abstract – The Internet of Things (IoT) offers 

healthcare applications that benefit customers, 

physicians, hospitals, and insurance companies. 

Wearable technology like fitness bands and other 

wirelessly connected gadgets like blood pressure 

monitors, blood glucose meters, and heart rate 

monitors are examples of these uses. The wearable 

sensor devices utilized in IoT-based 

Electrocardiogram (ECG) denoising systems 

continuously produce a huge volume of signals. 

IoT sensor devices produce ECG signals at a very 

rapid rate. As a result, the IoT-based health 

monitoring system generates ECG signals with very high noise levels. A clean ECG signal is needed for effective heart disease management. 

Imbalanced electrolytes cause an abnormal ECG reading. The noise can also cause fluctuations the ECG signals. This study shows a novel 

IoT-based ECG denoising method by combining two filters: the Median Modified Weiner (MMW) and the Extended Kalman filter (EKF), to 

overcome this issue. The characteristic of ECG signals are first subjected to the MMW filter. The extracted ECG signal is then explained with 

the Extended Kalman filter. MAT LAB simulates the proposed method. Root mean square error (RMSE), contrast-to-noise ratio (CNR), signal 

contrast, and coefficient of variation (COV) are used in the proposed MMW-EKF framework to the current systems are compared to Signal-

to-noise ratio (SNR). We demonstrate how the suggested technique effectively distinguishes between various ECG signals from a noisy sample 

input. 

Keywords – Electrocardiogram; Internet of things; Denoising; Median Modified Weiner Filter; Extended Kalman Filter. 
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3. DETECTION OF VIOLENCE IN FOOTBALL STADIUM THROUGH BIG DATA 

FRAMEWORK AND DEEP LEARNING APPROACH 

M. Dhipa and D. Anitha 

Abstract – Football is the most famous game in the world, with over 4 billion supporters worldwide. 

Football hooliganism refers to the aggressive or destructive actions of a supporter or player in a 

stadium while watching or participating in a game. To avoid violence, a real-time violence detection 

system is required to observe the audience and players behaviour in order to take appropriate action 

before violence occurs. The input of the system is a massive volume of real-time video feeds from 

various sources, that are processed using the Flink structure. Using the Histogram of Oriented 

Gradients (HOG) function in the Flink framework, pictures are partitioned into frames and their 

characteristics are retrieved. The frames are then labelled on the basis of attributes including 

Groundside-violence model, Crowdside-violence model, human part model, and Non-violence 

model, are utilised to train the multihead attention based Bidirectional Long Short-Term Memory 

network for violent scene detection. The RWF-2000 dataset, which contains the training set (80%) 

and the test set (20%) was used to train the network and also a dataset comprising 410 video footages 

with non-violence scenes and 409 video footages with violent situations is created by the videos 

obtained from a football stadium, to make the algorithm more strong to violence detection. Other 

existing approaches are used to validate the model's performance. When compared with existing 

systems, the proposed violence detection methodology significantly increases accuracy upto 

1.6453%, precision upto 0.646%, recall upto1.959%, and reduces execution time upto 60% than other existing methods. 

Keywords – Multi-head attention, LSTM, Bidirectional-LSTM, RWF-2000, violence detection, Flink framework. 

 

 

 

 

 

 

4. DINGO OPTIMIZED FUZZY CNN TECHNIQUE FOR EFFICIENT PROTEIN STRUCTURE 

PREDICTION 

P. G. Sreelekshmi and S. C. Ramesh  

Abstract – Protein is made up of a variety of molecules that are 

required by living organisms, such as enzymes, hormones, and 

antibodies. In step 2, the max-pooling layer and the convolutional layer 

evaluate the input data to create the finest feature map F1, which is half 

the image size in both horizontal and vertical directions. The full 

feature is then retrieved in step 2 using the max pooling layer and the 

residual block at the proper resolution. In this paper, we introduce Di-

Fuzzy CNN (Fuzzy Convolutional Neural Network with Dingo 

optimizer), a novel technique for predicting protein activities that 

incorporates two types of information they are protein sequence and 

protein structure. We extract diverse features at different scales 

utilizing convolutional neural networks to provide comprehensive 

information for feature segmentation. To handle a variety of 

uncertainties in feature selection and produce segmentation results that 

are more dependable, fuzzy logic modules are employed. Finally, we 

employ Dingo optimization to boost the suggested method's effectiveness and speed in order to produce the best outcomes. Using a variety of 

datasets, the suggested model has been tested (HSSP, PDB, UGR14b, DSSP). Tests demonstrate that our approach can decrease FPR, increase 

protein structure accuracy, decrease prediction time, and increase TPR for feature selection. Our predictive model performs better than most 

state-of-the-art techniques. 

Keywords– Amino Acid Features, Protein Structure, Convolutional Neural Network (CNN), Fuzzy logic, Dingo Optimization algorithm. 
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5. IOT-ENABLED PROTEIN STRUCTURE CLASSIFICATION VIA CSA-PSO BASED 

CD4.5 CLASSIFIER 

T. Maris Murugan and A. Jeyam 

Abstract – Data mining is a technique 

for obtaining useful information from 

vast amounts of information. Big data 

refers to large amounts of complicated 

information that is processed, 

particularly in relation to biological 

processes. The investigation of protein 

structures has recently received a lot of 

attention from structural biologists. The 

majority of recent research projects have 

tried to improve protein structure 

identification in huge data. Feature 

selection-based protein structure identification in large data analysis, on the other hand, takes a long time. A hybrid crow search algorithm and 

particle swarm optimization (CSA-PSO) based CD4.5 (CP-CD) approach has been developed to increase Protein Structure Identification 

accuracy with less amount of time. First samples from the patients are given to IOT-enabled microscope and the details will be stored in big 

data and then the process will be divided into two steps. At first, feature selection is done using CSA-PSO algorithm, and the classification is 

done using CD4.5 classifier.  This aids in identifying the protein structure and accurately diagnosing the condition, as well as lowering the 

false positive rate. 

Keywords– Protein structure classification, feature selection, Big data analysis, CD4.5 classifier, IOT-enabled microscope. 
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Abstract – Cloud computing is a novel technology that allows 

consumers to access services from anywhere, at any time, under 

different conditions, and is controlled by a third-party cloud 

provider. Cloud task scheduling is a complicated optimisation 

problem. However, both under- and over-loading conditions 

cause a range of system problems as far as power consumption, 

machine failures, and so forth are concerned. consequently, 

virtual machine (VM) work-load balancing is regarded as a key 

component of cloud task scheduling. In this paper, a novel 

cloud-based African vulture particle swarm optimisation [C-

AVPSO] has been proposed. Using C-AVPSO, the developed 

optimization algorithm solves the dynamic load balancing 

problem effectively. In this method, the exploration space was 

obtained by using the AVO procedure whereas the enhanced 

response was identified by the PSO procedure. This algorithm 

successfully resolves resource utilization, response time, and 

cost constraints of the task. As a result of combining the AVO 

and PSO algorithms into the proposed AVPSO algorithm, the 

convergence rate and performance metrics for load balancing 

in the cloud environment are improved. To improve the 

operation's efficiency, the proposed method balances VM loads 

efficiently. The proposed framework is compared to existing 

approaches like QMPSO, FIMPSO and ACSO based on energy 

utilization, degree of imbalance and task migration, response 

time and resource utilization. The proposed C-AVPSO 

technique reduces resource utilization of 19.1%, 31%, and 54% 

than, QMPSO, FIMPSO and ACSO existing techniques. 

Keywords – Cloud computing, Load balancing, C-AVPSO, virtual 

machine, Optimisation.  

1. INTRODUCTION 

Cloud computing is the most advanced and rapidly 

evolving technology in computer science today [27]. The 

cloud is a network of IT resources, and computing is the act 

of executing work in remote connection to those resources 

and charging a pay-as-you-go system. A technology based on 

the internet that offers a variety of cloud-based services that 

are efficient, dependable, and inexpensive [29], and these 

services may be accessed from any device, location, or time. 

It offers on-demand self-service, which means that when we 

need a resource, we can use (configure) it without requiring 

the assistance of a third party. Today, there are various cloud 

providers available, including Amazon Web Services, 

Google Cloud, and others. Cloud computing is a computer 

model that uses the Internet to gather resources [28]. For 

example, servers, storage, applications, and services. 

By ensuring sufficient cloud resource management, the 

affordable and scalable benefits of cloud computing may be 

realized. One of the major elements of the cloud structure is 

that these cloud resources are virtual. Customers can rent 

services from the Cloud Service Provider (CSP) [30]. With 

the availability of virtual cloud resources, the CSP's role in 

providing services to the user is highly complex. As a result, 

load balancing has received more attention from researchers. 

This load balancing improves overall system performance. 

Cloud Service Providers (CSPs) are left with unbalanced 

computers that have a wide Resources and tasks gradients of 

user’s consumption as a result [11]. 

Redistributing workloads as part of a distributed system 

such as the cloud ensures that no computer is overloaded or 

underloaded [12,13]. The technique of load balancing has 

assisted networks and resources in delivering the highest 

throughput with the quickest reaction times. [14] In load 

balancing, a number of factors are accelerated to improve the 

performance of the cloud, such as reaction time, execution 

time, and system stability [15,16]. Several academics have 

discussed load balancing strategies, such as (i) static load 

balancing and (ii) dynamic load balancing, in both 

heterogeneous and homogeneous situations [17-19]. 

When the single VM is overloaded with tasks and there 

are a number of unoccupied VMs in the cloud network, it 

would be optimal to transfer the tasks from the overloaded 
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VMs to the underloaded ones [26]. Calculating every 

conceivable task-resource mapping in a cloud context is 

challenging, and finding the best mapping is not an easy 

process [20-24]. Thus, we require an effective task 

distribution method that can schedule tasks in a way that 

prevents a large number of virtual computers from being 

overburdened or underloaded. The cloud task scheduler [25] 

then begins to perform load balancing operations as soon as 

it has allocated the task to a virtual machine, so that tasks can 

be transferred between overloaded and underloaded virtual 

machines after the task has been allocated to a virtual 

machine while maintaining the balance of all virtual 

machines. 

This is an overview of this paper's main contributions; 

• In this paper, a novel cloud-based African vulture 

particle swarm optimisation [C-AVPSO] has been 

proposed. 

• The C-AVPSO optimization algorithm efficiently 

balances load in cloud networks. In this method, the 

exploration space was obtained using the AVO 

procedure, while the enhanced response was 

recognized using the PSO procedure. 

• In the developed algorithm, the constraints related 

to resource utilization, response time, and cost are 

successfully resolved. 

• In a cloud environment, C-AVPSO improves the 

convergence rate and performance metrics by 

combining AVO and PSO algorithms. This method 

maximizes operation efficiency by efficiently 

balancing VM loads. 

• A comparison of the proposed framework and 

existing approaches like QMPSO, FIMPSO and 

ACSO is conducted based on energy consumption, 

degree of imbalance, migration of tasks, response 

time, and resource usage. 

Therefore, the remainder of this article will be structured 

as follows: The first part of the paper provides a review of 

the literature. Following that, the proposed research is 

evaluated in Section 3, results are discussed in Section 4; 

finally, a conclusion is presented in Section 5. 

2. LITERATURE SURVEY 

For load balancing in CC, a variety of heuristics and 

meta-heuristic methods have been used. This section 

summarises the pertinent work in these areas with a particular 

emphasis on African vulture particle swarm optimisation 

(AVPSO) for dynamic load balancing. In this part, we've 

talked about a few of those technique.  

In 2020 Mishra, et al., [1] proposed a category of cloud 

load balancing algorithms.  Distinct ways of load balancing 

in various cloud computing systems are also described. Load 

balancing is the process of identifying underloaded and 

overloaded nodes and the balancing load between them. The 

simulation is performed in clouds simulator to examine the 

Heuristic-based performance methods, and the results are 

detailed. 

In 2019 Afzal and Kavitha, [2] proposed a 

comprehensive encyclopaedic analysis about the load 

balancing techniques. The benefits and the disadvantages of 

the present techniques are outlined, and significant issues in 

developing effective load balancing algorithms are 

addressed. As a result, 80% of works do not analyze how the 

load balancing algorithm performs while evaluating 

performance. 

In 2018 Volkova, et al., [3] proposed the cloud analyst 

analytical tool is used to assess various algorithms. A 

comparison of algorithm load balancing algorithms is also 

performed. Load balancing helps the centralized server run 

better. The load balancing algorithm investigated. Results 

were compared using Data on total response time, center 

time, and data center load and processing on an hourly basis 

cost. 

In 2022 Jena, et al., [4] proposed QMPSO is a 

revolutionary methodology for dynamic load balancing 

across virtual machines that uses a mixture of an enhanced 

Q-learning algorithm and amended Particle Swarm 

Optimization (MPSO). Hybridization's goal is to improve 

machine performance by distributing the load among the 

VMs. The algorithm's resilience was demonstrated by 

comparing the QMPSO simulation results to the current load 

balancing and scheduling technique. 

In 2019 Polepally and Shahu Chatrapati [5] proposed a 

load-balancing technique based on constraint measure. Each 

virtual machine's capacity and load are first computed. The 

load balancing approach computes and analyses the decision 

factor for each virtual machine. The suggested load balancing 

method's performance is compared to those of current load 

balancing techniques like HDLB, DLB, and HBB-LB for 

capacity and load estimation parameters.  

In 2022 Latchoumi, and Parthiban, [6] proposed to 

obtain the best resource scheduling in a CC scenario, an 

innovative Quasi Oppositional Dragonfly Algorithm for 

Load Balancing (QODA-LB) was developed. The main goal 

of this strategy is to decrease task execution costs and times 

while keeping the load distributed evenly across all VMs in 

the CC system. The simulation results showed superior 

performance to the leading methods and optimal load 

balancing efficiency. 

In 2020 Devaraj, [7] proposed, Firefly and the Improved 

Multi-Objective Particle Swarm Optimization (FIMPSO,) as 

a new load balancing algorithm.  According to the simulation 

results, the FIMPSO algorithm produced the most efficient 

end with shortest common response time of 13.58ms, the 

highest CPU utilization of 98%, the highest memory 

utilization of 93%, the highest reliability of 67%, the highest 

throughput of 72%, and the highest make span of 148, 

outperforming all other compared methods. 

In 2020 Semmoud, et al., [8] proposed a fresh method of 

load balancing for cloud computing settings. The 

recommended approach aims to increase system stability 

while lowering Makespan and VM idle time. When the VM 

load surpasses the Starvation Threshold, an adaptive limit, 

the suggested method restricts task transfer. We compared 

the STLB algorithm to a load balancing algorithm that was 

inspired by honey bee behaviour, and we found that the 
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suggested method outperformed in terms of average idle time 

and the quantity of migrations, the HBB-LB algorithm. 

In 2021 Balaji, et al., [9] proposed, a load balancing 

system that addresses optimisation problems by using the 

adaptive cat swarm optimisation (ACSO) technique. The 

effectiveness of the suggested technique is assessed with a 

variety of value indicators, and its performance is contrasted 

with that of competing techniques. Our suggested solution 

takes the least time and energy in compared to the current 

algorithm. 

In 2017, Kumar, and Sharma, [10] proposed a load-

dynamic balancing method that speeds up cloud resource use 

while decreasing make-span time. a conventional approach 

using Cloud load balancing through task migration. In 

comparison to FCFS and SJF approaches, the experimental 

findings demonstrate that the suggested technique decreases 

the manufacture span time and boosts the average resource 

utilisation ratio. 

It can be seen from the reviews above that these methods 

have some shortcomings. This research proposes a AVPSO 

technique for dynamic load balancing to address these 

disadvantages. 

3. PROPOSED METHODOLOGY 

This article presents a new algorithm for African vulture 

particle swarm optimization that takes into account the cost, 

response time, and resource utilization in order to optimize 

dynamic load balancing. Using this method, you can increase 

the throughput of your virtual machines, distribute the load 

among the virtual machines, and maintain the balance of task 

preferences by adjusting the waiting times for complicated 

tasks. 

Figure 1. Block diagram of proposed methodology 

Fig.1 illustrates the proposed methodology. The primary 

process in the cloud is workload distribution to virtual 

machines (VMs). Using node performance data, load 

balancing decisions are made in the dynamic load balancing 

mode. Due to low number of VMs, resource delivery to the 

task is crucial in cloud systems. As a result of the VM being 

overburdened with jobs, the reaction time of the system is 

lengthened. Thus, a dynamic load-balancing procedure based 

on AVPSO is suggested to distribute the tasks across the 

virtual machines (VMs). This strategy involves moving 

Underloaded VMs take over tasks from the overloaded VMs. 

Due to this, the performance and the latent times are sped up. 

By effectively distributing the load in the cloud, the 

suggested work-based load balancing system increases 

resource utilisation while reducing costs and response times. 

The capacity of each VM is determined after job scheduling. 

Divide the overflow, underload, and balanced containers 

according to the VM's remaining capacity. To complete the 

load balancing procedure, the ideal underload container is 

found in the proposed task. The tasks are then moved using 

the migration approach from the worst overloaded VMs to 

the superior underloaded VM. The AVO algorithm is used 



D. Champla et al. / IJDSAI, 01(02), 01-09, 2023 

 

 
4 

    

into PSO to finish the load balancing process and obtain the 

search space. 

3.1. Load balancing in cloud 

Figure 2 depicts the scheduling task in cloud. Each 

procedure is carried out in the cloud surroundings thanks to 

cloud computing, which offers cloud facilities to cloud users. 

Due to the enormous volume of diverse input tasks so as to 

balance the demands of diverse resources, load balancing is 

necessary.  

 

Figure 2. Scheduling cloud tasks for load balancing 

The cloud system's task queue receives the tasks with n 

inputs T_(1 ),T_2,…T_n .The Virtual Machine head then the 

get input tasks from task queue and have a comprehensive 

knowledge of the active VM, existing resources across 

servers, and the length of the local task queue across all hosts. 

The system's resource availability was confirmed by the VM 

manager. The VM management submitted the tasks to the 

task scheduler if the group of tasks could be completed using 

the active VMs that are now available. If resource availability 

does not meet requirements, the VM management generate 

the necessary VMs in the server. Task allotment in cloud 

computing is therefore quite difficult. The service's QoS 

degrades when only a small number of VMs are overloaded, 

only a small number are free, or when there are fewer tasks 

to complete. Users may switch to another Cloud provider if 

they are unhappy with their current service as a result. Each 

cloud server can only support a certain number of active 

VMs. 

3.2. Particle Swarm Optimization (PSO) 

Particle swarm optimisation (PSO), is one of the bio-

inspired algorithms, is basic in its quest to find the supreme 

answer in the problem space. It differs from traditional 

optimisation techniques in that it only uses the objective 

function itself and does not depend on the gradient or any 

differential forms of the objective function. The search is 

impacted by two distinct learning processes carried out by 

the particles in PSO. Each particle learns from its own 

movement-related experiences as well as those of other 

particles. Learning from one's own experiences is referred to 

as cognitive learning, whereas social learning involves 

learning from others. Using social learning, each swarm 

particle visits the best solution, which is then recorded in 

each particle's memory as gbest. The particle stores the best 

solution it has independently discovered so far, known as 

pbest, in its memory through cognitive learning. In terms of 

PSO, time is the iteration. The rate at which the position is 

changing in relation to the iteration can be regarded of as the 

velocity in PSO. The iteration counter increases by a factor 

of unity, which leads to equalize velocity V and position X, 

the dimensions must be the same. 

The most efficient response for a D-dimensional search 

space, with the  𝑖𝑡ℎ  particle of the swarm at the step time 𝑡 

denoted by a D- dimensional vector., 𝑥𝑖
𝑡 = (𝑥𝑖1

𝑡 , 𝑥𝑖2
𝑡 , … . 𝑥𝑖𝐷)

𝑡 𝑇
. 

Likewise, the velocity at step time  𝑡 can be represented by 

another D−dimensional vector 𝑣𝑖
𝑡 = (𝑣𝑖1

𝑡 , 𝑣𝑖2
𝑡 , … , 𝑣𝑖𝐷

𝑡 )𝑇.The 

earlier position of the 𝑖𝑡ℎ particle at the step time t is denoted 

as 𝑝𝑖
𝑡 = (𝑝𝑖1

𝑡 , 𝑝𝑖2
𝑡 , … , 𝑝𝑖𝐷

𝑡 )𝑇. ′𝑔′indicates which particle is the 

most efficient in swarm. Using velocity update equation, 

the  𝑖𝑡ℎ particle's velocity is upgraded in equation (1) 

Velocity update equation: 

𝑣𝑖𝑑
𝑡+1 = 𝑣𝑖𝑑

𝑡 + 𝑐1𝑟1(𝑝𝑖𝑑
𝑡 − 𝑥𝑖𝑑

𝑡 ) + 𝑐2𝑟2(𝑝𝑔𝑑
𝑡 − 𝑥𝑖𝑑

𝑡 )      (1)  

As shown in (2), the position is upgraded based on the 

position update equation. 

Position update equation: 

𝑥𝑖𝑑
𝑡+1 = 𝑥𝑖𝑑

𝑡 + 𝑣𝑖𝑑
𝑡+1  (2) 

Where,  𝑑 = 1, 2, … 𝐷 denotes the dimensions and the 

particle index is represented by 𝑖 = 1,2, … 𝑠. S is the swarm's 

size, whereas c1 and c2, or the cognitive and social scaling 

parameters, are constants. Equations (1) and (2) seem to 

Indicate that the dimensions of each particle are updated 

independently. Through the locations of the top places, gbest 

and pbest, so far discovered. Equation (1) and (2) outline the 
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PSO algorithm's fundamental configuration. Algorithm 

provides a PSO method algorithmic approach. 

Algorithm:1 

Create a D-dimensional swarm which has been 

initialized with the velocity vectors associated with it; 

For 𝑡 =
1 𝑡𝑜 𝑡ℎ𝑒 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑏𝑜𝑢𝑛𝑑 𝑝𝑛 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 

do 

        for 𝑖 = 1 𝑡𝑜 𝑆 do 

           for 𝑑 = 1 𝑡𝑜 𝐷 do 

         Apply the velocity update equation 1; 

                     Apply position update equation 2; 

               end 

               Compute fitness of updated position; 

               If needed, update historical information for 

pbest and gbest; 

          end   

          Terminate if gbest meets problem requirements; 

  end  

3.3. African Vulture Optimization algorithm (AVOA) 

The algorithm, known as the AVOA illustrates how 

African vultures navigate and forage for food. African 

vultures are among the unique vultures that can soar to the 

highest point among the many vulture species. The rotational 

movements of the African vultures in the sky cause them to 

fly constantly from one location to another in search of better 

food supplies. They are at odds with one another in order to 

obtain the food source. The initial vultures used by the AVO 

algorithm are some random individuals, and after 

determining their objective value, their ability is calculated. 

Each time, one of the top two vultures is either moved or 

eliminated by a new population type. The following is a list 

of the prerequisites and points for the regular AVOA. 

𝑅𝑖 = {
𝐵𝑒𝑠𝑡 𝑣𝑜𝑙𝑡𝑢𝑟𝑒 1,    𝑖𝑓 𝑝𝑖 = 𝐿1

𝐵𝑒𝑠𝑡 𝑣𝑜𝑙𝑡𝑢𝑟𝑒 1,    𝑖𝑓 𝑝𝑖 = 𝐿2
                              (3) 

𝐿1 + 𝐿2 = 1                                                                 (4) 

where, 

 L1 and L2 define two parameters that are attained 

before optimisation in the range [0, 1]. to decide which group 

member is the finest, 

𝑃𝑖 =
𝐹𝑖

∑ 𝐹𝑖
𝑚
𝑗=1

                                                                      (5) 

In equation (5) ‘F’ determines the vultures' level of 

contentment, 

The ratio of vulture starvation has then been determined. 

As a person runs out of energy, they will engage in combat 

with nearby, more powerful vultures to obtain food. You can 

model this as follows: 

𝑡 = 𝑘 × (𝑠𝑖𝑛𝑤 (
𝜋

2
×

𝑖𝑡𝑒𝑟𝑖

𝑚𝑎𝑥𝑖𝑡𝑒𝑟
) + 𝑐𝑜𝑠 (

𝜋

2
×

𝑖𝑡𝑒𝑟𝑖

𝑚𝑎𝑥𝑖𝑡𝑒𝑟
) − 1)   (6)  

𝐹 = (2 × 𝛿1 + 1) × 𝑦 × (1 −
𝑖𝑡𝑒𝑟𝑖

𝑚𝑎𝑥𝑖𝑡𝑒𝑟
) + 1               (7)  

Equation (6) uses 𝑤 to denote a constant to represent an 

optimisation procedure, and 𝑖𝑡𝑒𝑟𝑖  to denote the current 

iteration. y represents a randomly inserted value among 0 and 

1. k specifies the random value in range of [2, 2], and 

𝛿1 denotes a random integer between 0 and 1. 𝑚𝑎𝑥𝑖𝑡𝑒𝑟defines 

the total number of iterations. The vulture becomes hungry if 

y decreases to 0, else, it increases to 1. 

After that, a random mechanism with two policies was 

taken into consideration to execute algorithm exploration. 

The following are examples of how people in an environment 

hunt for food sources: 

If 𝑃1 is less than  𝑟𝑎𝑛𝑑𝑝1, 

𝑃(𝑖 + 1) = 𝑅𝑖 − 𝐹 + 𝛿2 × ((𝑢𝑏 − 𝑙𝑏) × 𝛿3 + 𝑙𝑏)     (8) 

If  𝑃1 is above or equal to 𝑟𝑎𝑛𝑑𝑝1,  

𝑃(𝑖 + 1) = 𝑅𝑖 − 𝐷(𝑖) × 𝐹 (9)  

Where, 

𝐷(𝑖) = |𝑋 × 𝑅(𝑖) − 𝑃(𝑖)|                                        (10) 

R denotes a supreme vulture, X indicates how the vulture 

decides whether or not to keep food acquired from another 

vulture, which is obtained by 𝑋 = 2 × 𝛿𝑖 where 𝑖 =
1,2,3  two numbers that are created randomly in the value of 

[0, 1], and 𝑢𝑏 𝑎𝑛𝑑 𝑙𝑏 denote the boundaries for variables at 

both lower and higher levels.  

Additionally, |𝐻| should be less than 1 in order to abuse 

the algorithm. This consists of two parts with two siege-fight 

and rotating flight policies, defined by P2 and P3 as two 

parameters ranging from 0 to 1. Based on the strategy 

described above, the weakest vulture tries to steal the 

healthiest food in specified manner that follows; 

𝑃(𝑖 + 1) = 𝐷(𝑖) × (𝐹 + 𝛿4) − 𝑑(𝑡)                        (11) 

𝑑(𝑡) = 𝑅𝑖 − 𝑃(𝑖)                                                      (12) 

Where, 𝛿4 is a probability number between 0 and 1. 

Moreover, the following is the mathematical description 

of the vulture's spiral motion: 

𝑆1 = 𝑅(𝑖) × (
𝛿5×𝑃(𝑖)

2𝜋
) × cos(𝑃(𝑖))                            (13) 

𝑆2 = 𝑅(𝑖) × (
𝛿6×𝑃(𝑖)

2𝜋
) × sin(𝑃(𝑖))                           (14) 

𝑃(𝑖 + 1) = 𝑅𝑖 − (𝑆1 + 𝑆2)                                            (15) 

where 𝛿5 and 𝛿6 represent two random numbers between 

"0" and "1." Most vultures will struggle for food in the 

beginning if 𝛿𝑝3
 ,is  a random number between 0 and 1, it’s 

bigger than (or equal to) P3. The harsh siege-fight policy has 

been used if 𝛿𝑝3
  is less than P3. When vultures are famished, 

it can create a huge competition among them to locate food. 

The following equation accomplishes this: 

𝐴1 =  𝐵𝑒𝑠𝑡𝑉𝑖𝑙𝑡𝑢𝑟𝑒1(𝑖) −
𝐵𝑒𝑠𝑡𝑉𝑖𝑙𝑡𝑢𝑟𝑒1(𝑖) (𝑖)×𝑃(𝑖)

𝐵𝑒𝑠𝑡𝑉𝑖𝑙𝑡𝑢𝑟𝑒1(𝑖) (𝑖)−𝑃(𝑖)2 × 𝐹 (16) 

𝐴2 =  𝐵𝑒𝑠𝑡𝑉𝑖𝑙𝑡𝑢𝑟𝑒2(𝑖) −
𝐵𝑒𝑠𝑡𝑉𝑖𝑙𝑡𝑢𝑟𝑒2(𝑖) (𝑖)×𝑃(𝑖)

𝐵𝑒𝑠𝑡𝑉𝑖𝑙𝑡𝑢𝑟𝑒2(𝑖) (𝑖)−𝑃(𝑖)2 × 𝐹       (17) 
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where, 𝐵𝑒𝑠𝑡𝑉𝑖𝑙𝑡𝑢𝑟𝑒1(𝑖) and  𝐵𝑒𝑠𝑡𝑉𝑖𝑙𝑡𝑢𝑟𝑒2(𝑖) represent 

the best vultures from both sets, while P(i) represents the 

vector's position in the moment. 

𝑃(𝑖 + 1) =
𝐴1+𝐴2

2
                                                       (18) 

The once-healthy vultures lose their strength and 

capacity to speak in front of crowds. They then fly to a 

different location to acquire food once more, 

𝑃(𝑖 + 1) = 𝑅(𝑖) − |𝑑(𝑡)| × 𝐹 × 𝐿𝐹(𝑑)                     (19) 

where, LF denotes Levy flight (LF) and calculated 

analytically as follows: 

𝐿𝐹(𝑥) =
𝑢×𝜎

100×|𝑣|2                                                          (20) 

𝜎 = (
Γ(1+𝑃)×sin

𝜋𝜌

2

Γ(1+𝜌2×𝜌×2(
𝜌−1

2
)
)                                                (21) 

Where,  𝜌 denotes the fixed value, while u and v are the 

arbitrary numbers between 0 and 1. 

4. RESULT AND DISCUSSION 

This algorithm is implemented in Cloud Sim as a load 

balancing algorithm based on C-AVPSO. Our proposed 

method is similar to the traditional methods QMPSO, 

FIMPSO, ACSO in terms of the energy utilization, degree of 

im-balance, number of tasks migration, response time and 

resource utilization. 

4.1. Evaluation metrics 

4.1.1. Energy utilization 

When compared to other algorithms like FIMPSO, 

ACSO, and QMPSO during load balance, the proposed C- 

AVOPSO technique used the most energy. Also, the energy 

utilisation analysis revealed that, when compared to other 

algorithms, the proposed C-AVPSO approach required the 

least amount of energy (by altering the number of VMs from 

0 to 250). Energy utilization vs number of VM’s and number 

of tasks is shown in Figures 3 and 4. 

 

Figure 3. Energy utilization vs number of VM’s 

By comparing the suggested AVPSO to the various 

current algorithms, it was discovered that the proposed 

AVPSO used the most energy within number of Tasks from 

100 to 1500. 

 

Figure 4. Energy utilization vs number of tasks 

4.1.2. Migration 

 

Figure 5. Migration Vs Number of tasks 

Figure. 5 illustrates how the number of tasks migrated in 

relation via total number of tasks. Comparing the C-AVPSO 

technique to the current QMPSO, FIMPSO, and ACSO 

algorithms, it was discovered that there was less task 

migration. 

4.1.3. Degree of imbalance 

 

Figure 6. Degree of imbalance Vs Number of tasks 

The reduction of imbalance associated with greater load 

balancing results in the cloud's optimal load balancing. The 
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amount of imbalance determines how long jobs must wait. In 

general, the load balancing is based on how many jobs the 

users have requested. The degree of im-balancing after load 

balancing and before load balancing is depicted in Fig. 6. 

After the load balancing procedure, it shows that the 

produced C-AVPSO provide lower degree of imbalance. 

4.1.4. Resource utilization 

 

Figure 7. Resource utilization Vs Number of tasks 

 According to Figure 7, the suggested strategy's average 

resource utilisation performs admirably in every case when 

compared to other alternatives. This is because the suggested 

strategy enables the simultaneous assignment of each 

individual work to the best processor available. The 

effectiveness of the suggested strategy can be increased by 

maximising resource use. 

4.1.5. Response time 

Figure 8 shows a comparison of response times for 

various job counts. Between 100 to 500 jobs can be found in 

both the proposed and current algorithms. When a load 

balancing system allocates VMs with lower load conditions 

in response to user demand, this is known as its response 

time. Comparing the proposed AVPSO to the current 

QMPSO, FIMPSO, and ACSO approaches, it has the highest 

response. 

 

Figure 8. Response time Vs Number of task 

5. CONCLUSION 

In this paper, a novel cloud-based African vulture 

particle swarm optimisation [C-AVPSO] has been proposed. 

Using C-AVPSO, the developed optimization algorithm 

solves the dynamic load balancing problem effectively. In 

this method, the exploration space was obtained by using the 

AVO procedure whereas the enhanced response was 

identified by the PSO procedure. This algorithm successfully 

resolves resource utilization, response time, and cost 

constraints of the task. As a result of combining the AVO and 

PSO algorithms into the proposed AVPSO algorithm, the 

convergence rate and performance metrics for load balancing 

in the cloud environment are improved. To improve the 

operation's efficiency, the proposed method balances VM 

loads efficiently. The suggested method was implemented in 

cloud sim tool. The proposed framework is compared to 

existing approaches like QMPSO, FIMPSO and ACSO 

Based on energy utilization, degree of imbalance and task 

migration, response time and resource utilization. The 

proposed C-AVPSO technique reduces resource utilization 

of 19.1%, 31%, and 54% than, QMPSO, FIMPSO and ACSO 

existing techniques.  
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Abstract – The Internet of Things (IoT) offers healthcare 

applications that benefit customers, physicians, hospitals, and 

insurance companies. Wearable technology like fitness bands 

and other wirelessly connected gadgets like blood pressure 

monitors, blood glucose meters, and heart rate monitors are 

examples of these uses. The wearable sensor devices utilized in 

IoT-based Electrocardiogram (ECG) denoising systems 

continuously produce a huge volume of signals. IoT sensor 

devices produce ECG signals at a very rapid rate. As a result, 

the IoT-based health monitoring system generates ECG signals 

with very high noise levels. A clean ECG signal is needed for 

effective heart disease management. Imbalanced electrolytes 

cause an abnormal ECG reading. The noise can also cause 

fluctuations the ECG signals. This study shows a novel IoT-

based ECG denoising method by combining two filters: the 

Median Modified Weiner (MMW) and the Extended Kalman 

filter (EKF), to overcome this issue. The characteristic of ECG 

signals are first subjected to the MMW filter. The extracted 

ECG signal is then explained with the Extended Kalman filter. 

MAT LAB simulates the proposed method. Root mean square 

error (RMSE), contrast-to-noise ratio (CNR), signal contrast, 

and coefficient of variation (COV) are used in the proposed 

MMW-EKF framework to the current systems are compared to 

Signal-to-noise ratio (SNR). We demonstrate how the suggested 

technique effectively distinguishes between various ECG signals 

from a noisy sample input. 

Keywords – Electrocardiogram; Internet of things; Denoising; 

Median Modified Weiner Filter; Extended Kalman Filter. 

1. INTRODUCTION 

Patients can receive immediate treatment and return to 

normal activities by using remote ECG monitoring [1,2]. The 

ability to detect cardiac events earlier results in fewer 

unnecessary hospitalizations because the patient can be 

treated at home [3]. In the Intensive Care Unit (ICU) and the 

operating room, ECG monitoring is now considered standard 

of care [4]. It is used to identify arrhythmias and ischemia, as 

well as to evaluate the performance of a 

pacemaker/automatic implanted cardioverter-defibrillator 

[5,6]. In this era, it is possible to monitor the vital processes 

of humans using the IoT technology, regardless of where 

they are or what they are doing [7, 8]. Patients can monitor 

and control their health parameters due to the availability and 

advancement of IoT devices. The combined system offers the 

user several benefits, including detecting cardiac illness 

through symptoms in an emergency, transmitting messages 

to doctors and assisting in its treatment [9-11]. 

In today's world, everyone has a hectic schedule and 

leads a fast-paced lifestyle, which increases the risk of heart 

disease [12]. Cardiovascular disorders are currently the 

primary cause of death worldwide, emphasizing the 

importance of using an excellent methodology to assess a 

patient's cardiac health [13]. One of the most important and 

widely used medical instruments for heart analysis and 

disease diagnosis is the ECG [14]. It is a non-invasive 

treatment used in hospitals for measuring and diagnosing 

irregular cardiac rhythms. While the ECG signal is being 

recorded, some noise distortions can interfere [15]. Baseline 

drift (also known as lower frequency noise), muscle noise, 

electromagnetic interference and power line interference 

from various other devices can all cause noise in ECG 

readings [16,17]. As a result, one of most significant 

challenges in biomedicine signal processing is the extraction 

for pure cardio-logical indices from noisy observations, 

which necessitates dependable strategies to preserve 

diagnostic data of recorded signal [18,19]. 

mailto:1corresponding.author@mailserver.com
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Figure 1. Typical ECG Signal [20, 21] 

ECG signals have a frequency range of 0.5 to 100 Hz, 

and artifacts play a significant part in their processing [22]. 

It is made up of multiple parts, including the P wave, Q, R, 

and S waves (QRS) complex. Figure 1 depicts a typical ECG 

signal, with QRS complex representing high frequency 

components and T and P representing low frequency 

components, and any deviation in these parameters indicates 

the presence of heart irregularities. These waves are caused 

by ventricular repolarization, ventricular depolarization, and 

atrial depolarization in the distant field. Conventional filters 

are frequently employed to remove various undesirable 

frequency components from ECG data [23-25].  

There have been several studies in recent years on ways 

to reduce these noises prior to disease identification and 

classification [26]. To remove such noises, a variety of pre-

processing approaches are available. Adaptive filtering is one 

of the strategies for noise reduction in ECG signals, although 

it consumes a lot of time [27, 28]. The MMF is another 

common nonlinear filtering strategy for extracting tiny 

cardiac components from noisy ECGs, although it fails to 

remove Gaussian noise [29, 30]. The Wavelet Transform 

(WT) approach for denoising biological signals with multi-

resolution characteristics, such as ECG, has gotten much 

interest [31]. EKF uses a linear model of the expected state 

with noise-corrupted observations to find the unknown state 

of a dynamical system. Since most systems were nonlinear, 

the EKF has been enhanced [32, 33]. Because of this, IoT 

devices' massive amounts of sensor data are not being stored 

using standard data processing tools and methodologies [34, 

35]. Several techniques for extracting ECG components 

contaminated by background noise have been proposed [36]. 

Furthermore, the state model or measurements are unreliable 

in highly contaminated ECGs. These constraints push us to 

seek better solutions. The IoT model-based MMW-EKF 

algorithm has been proposed in this paper as a wiener 

filtering framework. Because of its nonlinear framework, the 

proposed algorithm outperformed other non-Gaussian non-

stationary algorithms at all input SNRs. As a result, the 

proposed technique can completely trace the ECG signal 

even during periods with a lot of noise. In other words, to 

increase ECG denoising performance while reducing 

computing complexity by applying the MMW-EKF 

architecture. However, overall filtering performance is 

expected to be improved because MMW-EKF has proven to 

be accurate and efficient in noise removal. 

This is how the rest of the study is structured. The 

reviews that were consulted are included in Section 2. 

Sections 3 present the proposed methods. Experimental and 

analytical results are discussed in Section 4. Section 5 

discusses the conclusions of the method that has been 

described. 

1.1. Background And Motivation 

EKF is an efficient optimal estimator that provides a 

recursive computational technique for forecasting the state of 

a discrete-information controlled process from typically 

noisy observations while simultaneously estimating the 

estimates' uncertainty. It is used to decrease noise for power 

line interference. It is used to lessen baseline wander noise. 

We thoroughly reviewed ECG analysis and presented it as a 

stages-based process model in order to more precisely 

characterise and categorise the flow and importance of each 

phase of ECG signal processing. Considering the significant 

effects that effective ECG signal analysis has on both public 

health and the economy, we also conducted this study to 

provide a perspective on software and hardware instruments, 

as well as real-time monitoring using portable and wearable 

devices. 

2. LITERATURE REVIEW 

In 2021 Lutin et al., [37] created a learning base (QIE) 

was constructed and 23 photoplethysmography (PPG) 

datasets from the TROIKA database were studied. To the 

best of our knowledge, in order to improve heart rate (HR) 

estimate, the suggested quality engine is first tested using 

wrist PPG data obtained during various physical activities. 

When employed in combination with the cutting-edge 
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Wiener filtering & Phase vocoder (WFPV) method, the QIE 

improved HR estimate by 43% on average. 

In 2021 Cheng et al., [38] proposed a novel approach for 

automated ECG recognition and categorization. It is used to 

lessen baseline wander noise. We thoroughly reviewed ECG 

analysis and presented it as a stages-based process model in 

order to more precisely characterize and categories the flow 

and importance of each phase of ECG signal processing. 

Considering the significant effects that effective ECG signal 

analysis has on both public health and the economy, we also 

conducted this study to provide a perspective on software and 

hardware instruments, as well as real-time monitoring using 

portable and wearable devices. 

In 2021 Salehi and Vahidi, [39] suggested three phases 

and three denoising filters. I recommend three steps, three 

denoising filters. The Coefficient of Friction (COF) is 

calculated from the noise picture in the first phase. The 

coefficients of variation are then subjected to fuzzy c-means 

(FCM). The use of FCM results in the fuzzy categorization 

of picture areas. The three denoising filters are combined in 

the second stage. Fuzzy logic techniques are used in the third 

stage to analyze the final image. The experimental results 

indicate that the proposed denoising method can maintain 

image featurs and edges when compared to earlier 

despeckling techniques. 

In 2022 Sarafan, et al., [40] proposed a suggested a novel 

method for extracting the ECG non-invasively from single-

channel ECG signals using the ensemble Kalman filter 

(EnKF) Using the PhysioNet 2013 Challenge bank, the 

suggested method produces an F1 score of 97.25%, a 

sensitivity of 96.91%, and a minimum positive predictive 

value of 97.59. Our findings further demonstrate the 

effectiveness and dependability of the suggested strategy, 

which works better than earlier EKF-based algorithms. 

In 2022 Tahir, et al., [41] proposed an adaptive noise 

cancellation (ANC) based on EKF that takes the PLI 

frequency into account as a different model parameter. As a 

result, it can follow power line interference (PLI) with a 

floating frequency. In recursive least squares (SSRLS) state 

space, filter-based PLI suppression differs from the 

suggested suppressor's performance. The EKF-based ANC 

system that is offered performs better than SSRLS-based 

model, according to the simulation findings. PLI is 

successfully removed from the ECG in each of the four cases 

that were examined using the RLS-based ANC approach.  

In 2022 Sarafan, et al., [42] proposed the development 

of a new approach for denoising ECG data based on EnKF. 

Additional filter techniques that we analyze are the Savitzky-

Golay (SG) filter, the ensemble empirical mode 

decomposition (EEMD), the recursive least squares (RLS) 

filter, the normalized least mean squares (NLMS) filter, and 

the total variation denoising technique. To execute. (TVD), 

wavelet, EKF. A noise stress test database from MIT-BIH 

where used. Upgraded MIT-BIH database with motion 

artefacts produces an average SNR of 10.96, a PRD of 

150.45, and a correlation value of 0.959 using the 

recommended approach. 

In 2023 Minh, et al., [43]. suggested a cutting-edge 

framework that uses data mining techniques to extract 

information related to diagnosing cardiac illness at the 

network edge while maintaining the integrity of ECG data by 

eliminating noise. Empirical studies demonstrate that the 

suggested framework increases real-time detection accuracy 

while preserving information integrity, in comparison to 

earlier approaches. 

In 2023 Priyadarshini, et al., [44] proposed in order to 

ensure optimal energy utilization with little battery capacity, 

we have developed a lightweight solution that prioritizes 

slope amplification with real-time segmentation methods for 

complex QRS assessment of pulse rate. The power is 

provided by local computing on the node. With an enhanced 

frequency of 269 MHz and a power consumption of 0.7 MW, 

the Spartan6 FPGA on which the design was based proved 

perfect for real-time ECG monitoring devices. 

In 2023 Cañón-Clavijo, et al., [45] presented an IoT 

method for monitoring ECG signals and analysing cardiac 

data to produce an alarm when an arrhythmia is detected. The 

best classification accuracy for the studied arrhythmias, 

according to the data, is achieved by the k-nearest neighbor 

method (94% for premature ventricular beats, 81% for fusion 

of ventricular beats, and 82% for extra sexual beats). 

Additionally, it can discriminate 93% and 97%, respectively, 

between regular and undefinable hits. 

These techniques are better than earlier approaches, but 

they have certain shortcomings as well. Here are a few 

instances of aberrant ECG readings. These include: Right 

and left bundle branch block symptoms, premature atrial and 

ventricular contractions, nonspecific T-wave alterations, and 

ventricular hypertrophy. To overcome these drawbacks, 

Efficient MMW and EKF Based ECG Denoising techniques 

has been proposed. 

3. PROPOSED MMW-EKF ALGORITHM  

In this paper proposed a novel Efficient MMW-EKF 

Based ECG Denoising Method has been proposed. The 

MMWF algorithm is employed to preprocess the noisy ECG 

signal. As stated, the MMWF estimation uses the signal's 

characteristic to denoise it. The partially denoised ECG 

signal is subsequently processed using the EKF approach to 

solve that problem. To denoise the ECG dynamic signal 

obtained after MMWF, the EKF discretized it. Finally, the 

ECG signal is reconstructed by combining all of the EKFs. 

As a result, the noises' harmful effects were significantly 

reduced. In Figure 2, a block diagram depicts the proposed 

method, which successfully combines MMW-EKF 

methodologies. 

This section describes our proposed ECG denoising 

method in detail. First, the MMW filters is applied to the 

characteristic ECG signal. The EKF is then utilized to 

describe the method for extracting the ECG signal from 

noise. 

This approach can maintain the edge signals while the 

noise distribution is reduced. The following is how the 

MMWF algorithm is calculated: 
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ℎ𝑚𝑚𝑤𝑓 (𝑥, 𝑦) = 𝛿̂ + 
𝜎2− 𝑢2

𝜎2
[𝑎(𝑥, 𝑦) − 𝛿̂]                             (1) where 𝛿̂ is the median value's size, 𝜎2and  𝑢2are the 

signal's Gaussian noise variance and the noise variation, 

respectively, and a (x, y) is the amplitude at the time (x, y). 

 

Figure 2. Denoising of ECGs: Overall Proposed Architecture 

3.1. MMWF Algorithm: ECG Signal Characteristics 

The MMWF approach is employed to lessen the 

distribution of noise in ECG signal. The background area of 

a deteriorated signal is denoised using the median filter to 

enhance signal quality. Additionally, the Wiener filter (WF) 

is generally employed in this method to maintain the edge 

signal. The MMWF method, which is based on the WF, 

decreases noise in the deteriorated signal by replacing the 

values of the mask matrix with the median values. The WF 

is represented as follows in the r ×t sized mask matrix: 

μ =
1

𝑟𝑡
∑ 𝑛(𝑟, 𝑡)𝑟,𝑡∈𝑎   

𝜎2 =
1

𝑟𝑡
∑ 𝑛2(𝑟, 𝑡) − μ2𝑟,𝑡∈𝑎   

Where, μ is the mean, 𝜎2 is the variance of Gaussian 

noise in the signal, r × t is the size of the neighborhood area 

an in the mask, and n (r, t) represents each value in the area 

a. 

Thus, the MMWF is represented as follows: 

𝑘𝑚𝑚𝑤𝑓(𝑟, 𝑡) = μ +
𝜎2−𝑣2

𝜎2
(𝑏(𝑟, 𝑡)) − μ)    

where 𝑣2 is the mask WF matrix's noise variance setting. 

The MMWF technique has the benefit of enhancing the 

poor signal quality in the following ways: Comparing the 

drop-off effect to the median and Wiener filter approaches, 

the edge signal is better retained. In conclusion, the MMWF 

approach performs better than traditional filters in terms of 

denoising effect and can keep the edge information while 

removing the background noise signal.  

3.1.1. Evaluation of Quality 

ECG signals are analyzed by MMWF, and reconstructed 

signals were acquired. The CNR, COV, and SNR linked to 

noise are analyzed.  

The degree of dispersion around the mean is inversely 

correlated with the COV. It is frequently stated as a 

percentage. [46,47] It enables for the comparison of value 

distributions with disparate measurement scales because it 

lacks units. The strength of the signal is contrasted with the 

strength of the noise in a SNR. Decibels are most frequently 

used to express it (dB). Higher numbers often denote a better 

specification since there is a greater ratio of valuable 

information (the signal) to undesired data (the noise). CNR 

is similar to the metric SNR.   

Because COV and CNR are derived using a single 

region’s signal and variance values, they were employed for 

noise level analysis. Furthermore, the CNR was used to 

calculate the signal difference between two neighboring 

regions' variance values while also taking noise and contrast 

into account. 

𝐶𝑂𝑉 = 
σX

𝛿
                                                                             (2) 

𝑆𝑁𝑅 = 
𝑆𝑋

𝜎𝑋
                                                                            (3) 

𝐶𝑁𝑅 = 
|𝑆𝑋− 𝑆𝑌|

√𝜎2𝑋+ 𝜎
2
𝑌
                                                                  (4) 

The Return on Investment (ROI’s) average standard 

deviation and signal intensity are 𝑆𝑋 and 𝜎𝑋, respectively, 

whereas the background region’s average standard deviation 

and signal intensity are 𝑆𝑋 and 𝜎𝑋. The ROI is used to mould 

the image compression to one particular area of compression. 

Instead of reducing all the pixel intensities we are using ROI 

to specify the required arrangements. 

In addition, for the purpose of determining the loss of 

high-frequency signals caused by MMWF technique, signal 

similarity was evaluated with reference to noise-free signals. 

Applied the following parameters for this evaluation: RMSE, 

cubic centimetre (CC) and Peak Signal Noise Ratio (PSNR): 
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𝑅𝑀𝑆𝐸= √
∑ (𝑟𝑖− 𝑐𝑖)

2𝑁
𝑖=1

𝑁
                                                                (5) 

𝑃𝑆𝑁𝑅 = 10( 
𝑆𝑚𝑎𝑥

2

𝑅𝑀𝑆𝐸2
 )                                                                      (6) 

The reference and comparison signals are represented by 

𝑟𝑖 and 𝑐𝑖, respectively, and 𝑆𝑚𝑎𝑥
2
 is maximum signal 

intensity in ROI. 

𝐶𝐶=
∑ (𝑟𝑖− 𝑟̂)(𝑐𝑖− 𝑐̂)
𝑁
𝑖=1

√∑ (𝑟𝑖− 𝑟̂)
2𝑁

𝑖=1 √∑ (𝑐𝑖− 𝑐̂)
2𝑁

𝑖=1

                                                          (7) 

The 𝑐̂  and 𝑟̂  represents the average values of 

comparison and reference signals. 

The signal loss is induced by MMWF smoothing can be 

assessed using PSNR and RMSE, which quantitatively show 

the signal difference. COV, CNR and SNR linked to noise 

was analyzed to evaluate MMWF’s noise reduction 

efficiency from the obtained signals, allowing overall quality 

of signal to be evaluated. Thus, characteristics of ECG signal 

are evaluated. 

3.2. EKF To Train MMWF for ECG Denoising (MMW-

EKF) 

The EKF is utilized to denoise the ECG signal once the 

parameters have been analyzed. Since the nonlinear dynamic 

ECG model Eqn. (5), (6), and (7) are continuous time, and 

the EKF is a discrete-time technique, continuous nonlinear 

dynamic ECG model Eqn. (5), (6), and (7) must be 

discretized. A first-order numerical method called the Euler 

methods, often referred to as the forward Euler methods, is 

used to resolve ordinary differential equations (ODEs) with 

a specified beginning value. Euler method is used to discrete 

Eqn. (5), (6), and (7).  As a result, the discrete form of (7) 

will be: 

𝑎(𝑢 + 1) = (1 + 𝜌ℎ)𝑎(𝑢) − 𝜔ℎ𝑏(𝑢)  

𝑏(𝑢 + 1) = (1 + 𝜌ℎ)𝑏(𝑢) + 𝜔ℎ𝑎(𝑢)  

𝑐(𝑢 + 1) = −∑
𝑎𝑗

𝑏𝑗
2 ℎ∆𝜃𝑗 𝑒𝑥𝑝 𝑒𝑥𝑝 (−

∆𝜃𝑗
2

2𝑏𝑗
2)𝑗𝜖{𝑃,𝑄,𝑅,𝑆,𝑇}  −

((ℎ − 1)𝑐(𝑢) − ℎ𝑐0)                                                           (8) 

where h is the sampling time. 

The following is a more compact rewrite of the nonlinear 

discrete ECG model (26): 

𝑋𝑢+1 = f (𝑋𝑢)                                                                                 (9) 

where 𝑋𝑢 is the state vector, and it is represented by 𝑋𝑢 

= [𝑎𝑢 𝑏𝑢 𝑐𝑢]
𝑇. 

( 𝑎(𝑢+1)
𝑏(𝑢+1)

) = (1+𝜌ℎ)𝑎(𝑢)−𝜔ℎ𝑏(𝑢)
(1+𝜌ℎ)𝑏(𝑢)+𝜔ℎ𝑎(𝑢)

  

𝑐(𝑢 + 1) − ∑
𝑎𝑗

𝑏𝑗
2 ℎ∆𝜃𝑗 𝑒𝑥𝑝 𝑒𝑥𝑝 (−

∆𝜃𝑗
2

2𝑏𝑗
2)𝑗𝜖{𝑃,𝑄,𝑅,𝑆,𝑇}  −

((ℎ1)𝑐(𝑢) − ℎ𝑐0)                                                                 (10) 

The state equation of the discrete ECG model without 

noise is represented by the vector equation (28). We need to 

introduce some random sounds in (27) to simulate a more 

realistic ECG signal: 

𝑋𝑢+1 = f (𝑋𝑢 , 𝑟𝑢)                                                                       (11) 

where 𝑟𝑢 = [𝑟1, 𝑟2, 𝑟3]
𝑇state noise is an additive random 

vector that is normal and Gaussian with a zero mean, then 

(28) can be written as: 

(
𝑎(𝑢+1)
𝑏(𝑢+1)

𝑐(𝑢+1)

) =

(

 
 (1+𝜌ℎ)𝑎(𝑢)−𝜔ℎ𝑏(𝑢)+ 𝑟1(𝑢)

(1+𝜌ℎ)𝑏(𝑢)+𝜔ℎ𝑎(𝑢)+𝑟2(𝑢)

−∑
𝑎𝑗

𝑏𝑗
2ℎ∆𝜃𝑗𝑒𝑥𝑝𝑒𝑥𝑝(−

∆𝜃𝑗
2

2𝑏𝑗
2)𝑗𝜖{𝑃,𝑄,𝑅,𝑆,𝑇} −((ℎ−1)𝑐(𝑢)−ℎ𝑐0)+ 𝑟1(𝑢)

)

 
 

           (12) 

The state vector 𝑋𝑢 = [𝑎𝑢 𝑏𝑢 𝑐𝑢]
𝑇can be connected to the 

measurement equation corresponding to state space 

representation (29) by the following relation: 

𝑏𝑢 = g (𝑋𝑢,𝑚𝑢) 

    = [0 0 1] 𝑋𝑢 + 𝑚𝑢                                                         (13) 

𝑚𝑢  is measurement noise and 𝑦𝑢 is the considered 

measure. 

A linear approximation of (30) is required to use EKF 

(see (2) and (3)). To compute the Jacobian matrices entries 

(see (3)), arrange (30) and (31) as follows: 

{
𝑎(𝑢 + 1)

𝑏(𝑢 + 1)

𝑐(𝑢 + 1)
=

𝑋 ( 𝑎(𝑢), 𝑏(𝑢), 𝑐(𝑢), 𝑟1(𝑢))
𝑌 ( 𝑎(𝑢), 𝑏(𝑢), 𝑐(𝑢), 𝑟2(𝑢))
𝑍 (𝑎(𝑢), 𝑏(𝑢), 𝑐(𝑢), 𝑟3(𝑢))

                       (14) 

𝑏𝑢 = g (𝑋𝑢,𝑚𝑢)                                                                                   (15) 

The entries of the Jacobian matrix 𝐴𝑘 are then 

calculated. 

𝜕𝑋

𝜕𝑎
 = 1 + h– (

2ℎ𝑎(𝑢)2 + ℎ𝑏(𝑢)2 

√𝑎(𝑢)2 +𝑏 (𝑢)2 
) 

𝜕𝑋

𝜕𝑏
 = - 

ℎ𝑎(𝑢)𝑏(𝑢)

√𝑎(𝑢)2 + 𝑏(𝑢)2 
 - 𝜔ℎ

𝜕𝑋

𝜕𝑐
 = 0  

𝜕𝑌

𝜕𝑎
 = - 

ℎ𝑎(𝑢)𝑏(𝑢)

√𝑎(𝑢)2 + 𝑏(𝑢)2 
 + 𝜔ℎ 

𝜕𝑌

𝜕𝑏
 = 1 + h - (

ℎ𝑎(𝑢)2 + 2ℎ𝑏(𝑢)2 

√𝑎(𝑢)2 + 𝑏(𝑢)2 
)
𝜕𝑌

𝜕𝑐
 = 0 

𝜕𝑍

𝜕𝑎
=∑

𝑎𝑗𝜔

𝑏𝑗
2ℎ𝑦(𝑢)

𝑎(𝑢)2 + 𝑏(𝑢)2 
𝑒𝑥𝑝 𝑒𝑥𝑝 (−

∆𝜃𝑗
2

2𝑏𝑗
2) − [ 1 − 

∆𝜃𝑗
2

𝑏𝑗
2 ]𝑗𝜖{𝑃,𝑄,𝑅,𝑆,𝑇}  (16) 

𝜕𝑍

𝜕𝑦
 = ∑

− 
𝑎𝑗𝜔

𝑏𝑗
2ℎ𝑥(𝑢)

𝑥(𝑢)2 + 𝑦(𝑢)2 
𝑒𝑥𝑝 𝑒𝑥𝑝 (−

∆𝜃𝑗
2

2𝑏𝑗
2) − [ 1 − 

∆𝜃𝑗
2

𝑏𝑗
2 ]𝑗𝜖{𝑃,𝑄,𝑅,𝑆,𝑇}  

𝜕𝑍

𝜕𝑧
 = 1 – h 

𝜕𝑋

𝜕𝑟1
 = 

𝜕𝑌

𝜕𝑟2
 = 

𝜕𝑍

𝜕𝑟3
 = 1 

𝜕𝑋

𝜕𝑟2
 = 

𝜕𝑋

𝜕𝑟3
 = 

𝜕𝑌

𝜕𝑟1
 = 

𝜕𝑌

𝜕𝑟3
 = 

𝜕𝑍

𝜕𝑟1
 = 

𝜕𝑍

𝜕𝑟2
 = 0 

𝜕𝑔

𝜕𝑥
 = 
𝜕𝑔

𝜕𝑦
 = 0; 

𝜕𝑔

𝜕𝑧
 = 1 − ℎ; 

𝜕𝑔

𝜕𝑚
 = 1 

For noise removal, the proposal utilizes the (Enterprise 

data management) EDM implementation. However, our 

method constructs an MMW-EKF filter using the dynamical 

set of equations, which uses the state dynamics and ECG as 

an observation. As a result, the proposed MMW-

EKF technique for ECG denoising is an efficient. 
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4. RESULT AND DISCUSSION   

The experimental arrangement of the proposed MMM-

EKF technique based denoised was implemented using 

MATLAB. A comparison of the proposed MMM-EKF 

technique Performance with some filters they are Gaussian 

Filter (GF), Median Filter (MF) and CF is made. The 

proposed MMW-EKF based on ECG denoising is simulated 

in this section using MATLAB. Figure 3 depicts the filter 

outputs. 

Datasets 

A distinct clinical ECG dataset that has been optimized 

for machine learning computers is the PTB-XL database. 

21,837 clinical 12-lead ECGs, each lasting 10 seconds and 

recorded at 500 Hz and 100 Hz with 16-bit resolution, are 

included in the PTB-XL ECG dataset. These ECGs are from 

18,885 different people. 

 

a) Power line Interference 

 

b) Muscle artefact 
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c) Gaussian noise 

 

d) Composite noise 

Figure 3. Graphical Illustration for a Denoised ECG Signal using the Median Modified Wiener and Extended Kalman Filters 

with Various Noises 

 

Figure 4. Proposed Method for a Denoised Signal 
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Figure 4 displays the original, clean ECG signal, the 

noisy variations in the signal, and the denoised signal 

produced by the suggested technique. With a 10dB input 

SNR, the graphs exhibited database record number 100 in the 

MMW-EKF. 

When comparing the Kalman, Wiener, and proposed 

MMW-EKF filters to various data sets, SNR and RMSE were 

determined for each data set. Our proposed approach has a 

greater SNR and a lower RMSE (see Table 1). 

Table 1. Different noise has different values for various performance parameter 

SIGNAL EXPECTATION 

Noises Filters SNR RMSE 

  Data 

103 

Data 

105 

Data 

121 

Average Data 

103 

Data 

105 

Data 

121 

Average 

PI WF 6.985 6.435 9.245 7.565 0.062 0.132 0.051 0.072 

KF 4.773 5.435 6.422 5.546 0.165 0.156 0.115 0.143 

MMW-EKF 7.123 6.945 9.545 7.856 0.051 0.111 0.021 0.0371 

Gaussian WF 5.352 5.986 8.216 6.593 0.122 0.148 0.073 0.121 

KF 4.455 5.255 6.768 5.458 0.221 0.186 0.144 0.184 

MMW-EKF 5.455 6.203 8.521 6.956 0.101 0.122 0.055 0.026 

Muscle Artifact WF 6.846 5.344 8.979 7.048 0.073 0.185 0.056 0.102 

KF 5.321 5.236 7.426 6.012 0.131 0.162 0.093 0.142 

MMW-EKF 7.235 5.682 9.235 7.3315 0.052 0.098 0.045 0.065 

Composite WF 6.435 4.911 7.347 6.247 0.063 0.234 0.095 0.142 

KF 4.726 5.188 6.325 5.349 0.160 0.163 0.152 0.159 

MMW-EKF 6.985 5.356 7.563 6.5641 0.044 0.132 0.054 0.084 

The CNR, COV and SNR, were calculated to compare 

the noise levels of the MMW-EKF applied signal to the 

original signal and other existing approaches. Over the 

original signal and several existing approaches, the CNR, 

COV and SNR values of the MMW-EKF reconstructed 

signal are increased by factors of 2.01, 1.02, and 1.60, 

respectively (see Figure 5). 

 

a) COV 

 

b) SNR 

 

c) CNR 

Figure 5. Comparison between the Original Signal and the 

Signal Reconstructed with MMW-EKF 

 

Figure 6. Measures of PSNR 

Our results indicate that the MMW-EKF can 

successfully reduce noise from ECG signals. Furthermore, 

the sample should be optimized for signal loss and noise level 
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to improve MMW-EKF efficiency. Measures of PSNR is 

shown in Figure 6. 

The PSNR between two images - the actual image and 

its noisy approximation - is used to describe noise. The 

maximum pixel value for 8-bit pictures is 255. PSNR values 

for image compression are often in the 30 to 50 dB range. 

5. CONCLUSION 

The MMW-EKF were used in this paper to design an IoT 

based ECG denoising process that allowed advantage of the 

denoising features of each filter. The proposed technique 

denoises a noisy signal by preprocessing it and estimated the 

signal’s characteristics with the MMW filter. To further 

decrease the effects of additive noise, the partially denoised 

ECG signal is analyzed and discretized using an EKF. The 

performance of parameters such as COV, SNR, and CNR is 

also analyzed in the simulation results. The analysis of this 

research confirms the proposed method’s suitable for 

filtering noisy ECG signals. In the event of a sudden illness, 

the terminal will also have the ability to collect data for 

processing and notify the patient's family of a data transfer. 

To reduce distortion and boost system reliability, additional 

work entails adding baseline variation to the EDM.  
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Abstract – Football is the most famous game in the world, with 

over 4 billion supporters worldwide. Football hooliganism 

refers to the aggressive or destructive actions of a supporter or 

player in a stadium while watching or participating in a game. 

To avoid violence, a real-time violence detection system is 

required to observe the audience and players behaviour in 

order to take appropriate action before violence occurs. The 

input of the system is a massive volume of real-time video feeds 

from various sources, that are processed using the Flink 

structure. Using the Histogram of Oriented Gradients (HOG) 

function in the Flink framework, pictures are partitioned into 

frames and their characteristics are retrieved. The frames are 

then labelled on the basis of attributes including Groundside-

violence model, Crowdside-violence model, human part model, 

and Non-violence model, are utilised to train the multihead 

attention based Bidirectional Long Short-Term Memory 

network for violent scene detection. The RWF-2000 dataset, 

which contains the training set (80%) and the test set (20%) was 

used to train the network and also a dataset comprising 410 

video footages with non-violence scenes and 409 video footages 

with violent situations is created by the videos obtained from a 

football stadium, to make the algorithm more strong to violence 

detection. Other existing approaches are used to validate the 

model's performance. When compared with existing systems, 

the proposed violence detection methodology significantly 

increases accuracy upto 1.6453%, precision upto 0.646%, recall 

upto1.959%, and reduces execution time upto 60% than other 

existing methods. 

Keywords – Multi-head attention, LSTM, Bidirectional-LSTM, 

RWF-2000, violence detection, Flink framework 

1. INTRODUCTION 

With the expansion and improvements in the domain of 

computer vision over the last decade, a huge amount of 

current approaches have arisen and enticed a lot of attention 

from researchers owing to their wide range of surveillance 

applications [1]. Video surveillance is crucial in detecting 

human behaviour and preventing or reducing violence in real 

time [2]. Violence detection is a critical step to identify 

regular human activities from abnormal/violent acts in the 

development of automated security surveillance systems. 

Regular life interacting actions, such as walking, hand 

waving, running, and jogging, are frequently classified as 

normal human activities. Violence, on the other hand, is 

exposed to unusually ferocious activities, such as fights 

involving two or more persons [3].  

Surveillance using complete human operators has also 

shown to have several flaws, such as high staffing costs, 

variability in long-duration capture, and poor multi-screen 

monitoring capability [4]. The identification and tracking of 

moving object are the key problems in computer vision-

based surveillance systems [9]. Moving object detection is 

the technique of recognizing a thing in an audiovisual that is 

shifting its position in relation to the scene's turf of opinion 

[5]. Hence, an automatic violence detection system is needed 

[4]. As a result, big data analytics employing deep learning 

approaches may be able to identify violence more quickly 

and accurately. 

A type of AI and ML that mimics the learning process 

of humans is deep learning. Deep learning has been more 

significant in big data analytic solutions in recent years [6]. 

Big data [8] is an area which involves ways for testing, 

consistently extracting data from, or deals with data volumes 

which are overlarge or complicate for traditional data-

processing application software to manage. Deep Learning 

[10] is a strong technique for Big Data Analytics because it 

can analyse and learn massive amounts of unsupervised data 

[7]. The core goal of immense statistics analytics is to 

identify valuable models from large amounts of information 

which could be utilized for decision-making and prediction 

[8]. 

Football matches are one of the most popular types of 

entertainment, yet they are frequently disrupted by violence 

between fans or between players. The present difficulty of 

violence detection in sports data processing is that it is 

difficult to obtain significant information for classification 
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and notifying security personnel in a short time. 

Conventional operators viewing surveillance footage 

respond slowly that results in loss of human life and property. 

Hence an automated violence detection system which works 

in a short duration is needed. 

This paper proposes a technnique for violation detection 

system in the football ground that alerts the security persons 

within a short period of time. Immense statistics analytics 

and DL will be combined to improve the effectiveness of the 

violence detection system. Here, the videos from the 

surveillance cameras are processed using the Flink structure. 

By using the HOG purpose, the Flink outline divides the 

edges and retrieves the image frame characteristics. The 

frames are then labelled on the basis of attributes including 

Groundside-violence model, Crowdside-violence model, 

humanoid part model, and non-violence model, are utilized 

to train the MH-BLSTM for violent scene detection. 

Following are the remaining sections of the paper. The 

literature review is represented in Section II. The proposed 

technique is represented in Section III, which uses the big 

data framework namely Apache Flink and Deep learning 

based Multi head -Bidirectional LSTM. The results and 

discussion are labelled in Section IV. The conclusion is 

described in Section V. 

2. LITERATURE REVIEW 

In 2021, Peixoto et al., [11] presented a method for 

allowing devices to perceive a top-level notion of violence 

by dividing into little, more realistic components, including 

fights, blood, bullets, and explosions, and then combining 

them afterwards for a clearer idea of the picture. Because of 

its robust and flexible construction, the detector may be 

tailored to fit the needs of a wide range of cultures and users. 

Experiments indicate that the presented technique performs 

better than existing methodologies. 

In 2021, Ullah, et al., [12] provide an operative and 

resilient method for detecting abnormalities in BVD using 

AIoT. To assess the effectiveness of their methodology, they 

run comprehensive experiments on benchmarks constructed 

on peak of the RWF-2000 and UCF-Crime datasets. In 

comparison to existing approaches examined across the 

aforementioned datasets, they claim a 9.88 percent and 4.01 

percent improvement in accuracy. 

In 2020, Cameron, et al., [13] developed a unique 

strategy that utilises the object detection algorithm's past 

detection confidences to build the best independent 

prioritizing score. A new ensemble technique is also 

described, which employs a KNN regressor to aggregate the 

superior of the formerly analyzed measure to build a active 

prioritizing technique. Using three publicly accessible 

datasets, this technique is proven to boost the target 

identification ratio to 60% in comparison to a static sub-

sampling baseline. 

In 2020, Guedes, and Chávez, [14] provides a technique 

on the basis of Dynamic Images approach, which employs 

handmade and CNN features such as the Bag of Visual 

Words paradigm and an SVM classifier to recognise violent 

acts including bodily struggle in video streams from literary 

databases. For the Hockey dataset, the suggested approaches 

produce an average accuracy of 97.50 percent, 99.80 percent 

for the Movies dataset, and 93.40 percent for the Crowd 

dataset. Furthermore, each video's detection of violence was 

done in hundredths of a second.  

In 2021, Wang et al., [15] proposed a brute force 

detection approach on the basis of integration of 

convolutional neural networks and trajectory to address the 

issue of unusual behaviour detection, particularly the poor 

efficacy and less precision of brute force detection. Using the 

Hockey and Crow datasets, the study's proposed brute force 

identification method demonstrated up to 92 percent and 97.6 

percent, respectively, accuracy. Experimental data indicates 

that the violence detection approach proposed in this study 

improves the video violence detection accuracy. 

In 2020, Deepak et al., [16] examined the gradient-

lowed attributes' spatiotemporal autocorrelation in order to 

efficiently identify violent acts in crowded environments. 

The effectiveness of machine learning algorithms is 

significantly impacted by the format of the raw data. Then, 

to detect violent acts in videos, a discriminative classifier is 

utilised. On comparison with existing methodologies, 

experimental findings reveal that the suggested methodology 

outperforms them. 

In 2021, Islam et al., [17] propose a 2-stream DL 

architecture based on Separable Convolutional LSTM 

(SepConvLSTM) and pre-trained MobileNet, in which 1 

stream examines difference of neighbouring frames while the 

other stream requires in context restrained frames as inputs. 

On the bigger and more difficult RWF-2000 dataset, their 

model surpasses the accuracy by more than 2%, while 

corresponding results of existing method on the lesser 

datasets. Their results show that the suggested models 

outperform the competition in terms of computing efficacy 

and identification accuracy. 

In 2018, Mumtaz et al,[18] suggested a deep 

representation-based model for detection vicious scenarios 

utilizing the notion of transfer learning to recognize violent 

human actions. The results indicate that the suggested 

approach surpasses accuracies of existing methods by 

learning the most discerning features, which achieve 99.97% 

and 99.28% accuracies on the Movies and Hockey datasets, 

appropriately, and by learning the best features for the 

activity of violent behavior identification in footages. 

In 2020, Abdali, and Al-Tuma, [19] suggested a model 

that comprises of CNN as a spatial feature extractor and 

LSTM as a temporal relation learning approach with a 

concentration on the 3-factor model (total prevalence - 

correctness–quick reaction time). At a frame rate of 131 

frames per second, the suggested model achieved an 

accuracy of 98%. The accuracy and speed of the proposed 

model were compared to previous research, and it was found 

that, out of all the approaches already in use for violence 

detection, the suggested technique had the highest accuracy 

and the fastest speed. 

In 2020, Ehsan, and Mohtavipour, et al., [20] presented 

a unique Vi-Net architecture on the basis of a deep 

Convolutional Neural Network (CNN) to identify activities 
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with unusual speed. Optical flow vectors are used to train the 

Vi-Net network by estimating the movement patterns of 

objects in the video. They conducted multiple tests on the 

Hockey, Crowd, and movies datasets, and the results 

revealed that the suggested architecture outperformed 

existing approaches relating to accuracy. 

3. PORPOSED METHOD  

The core factor of the suggested method is to detect the 

violence in real time for preventing the violence in advance 

by alerting the security personnel in a short period of time. 

To succeed in that a violence detection system with better 

performance have been proposed. Figure 1 represents the 

work flow of the suggested system. 

An input source for the proposed system is a stream of 

videos from various sources. Video streams are turned into 

non-overlapping pictures from video streams using the Flink 

framework. Upon receiving the incoming video streaming 

block, the Flink framework converts it to frames and passes 

them to the HOG function in the Flink engine for feature 

extraction. Flink is faster than other traditional systems in 

processing streaming blocks in real time. Once the frames 

have been processed, they are divided into 8 8-pixel cells, 

with gradient orientations created for every cell. After 

normalizing the histogram employing surrounding pixels, the 

features are excerpted from the pictures. According to the 

activities, the photos are divided into four parts. The "Ground 

side-violence model" views the fight between the players in 

the ground. The “crowdside-violence model” contains the 

physiological harm, maldevelopment or deprivation among 

the crowd in the audience side. The “Human part model” has 

representations of autonomous human parts that have been 

set aside during the violence. The “non-violence model” 

includes visuals of a background of a specific location where 

there is no violence. 

 

Figure 1. Architecture diagram for the proposed violence detection system 
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Next, the multihead Bidirectional LSTM (MH-

BDLSTM) network is trained using all of the models. 

Following the training of the network, MH-BDLSTM 

validates the input frames sequentially and detects violent 

actions, which can handle both forward and backward 

dependencies. A multi-head time-dimension approach is 

used instead of BDLSTM outputs to obtain more valuable 

space - time information connected to violence detection by 

reflecting the outputs into other sub-images. A security 

officer is notified (Groundside Violence, Crowdside 

Violence) if the input frames match the violent models. Thus, 

the identified or predicted violent frames in the video are 

saved in the violence models for later reference. The next 

subsections will cover the Flink approach, the HOG 

algorithm, and the MH-BDLSTM neural network in detail. 

3.1. Apache Flink 

The Flink framework is a distributed processing engine 

for unbounded and bounded streams of data. Flink is 

intended to carry out in-memory calculations at any size in 

all cluster settings. Streams of data are created every time an 

event occurs.  Flink runs any bitstream programme in a data-

parallel and pipelined (thus task parallel) fashion. Flink's 

pipelined runtime technology enables stream processing and 

bulk/batch programmes to be implemented. Additionally, 

Flink's runtime natively allows the implementation of 

repetitive techniques. 

Flink data streaming run-time ensures low latency and 

high throughput with minimum installation requirements. 

The failure tolerance method in Apache Flink is predicated 

on Chandy-Lamport distributed snapshots. Because the 

technique is less weight, it can sustain high throughput rates 

while also providing excellent consistency guarantees. Flink 

would’ntsupply its personalinformationrepository system, 

but it does provide connectors to Amazon Kinesis,  HDFS, 

Apache Cassandra, Apache Kafka, and ElasticSearch. 

Flink is the 4G of Big Data. Flink manages memory for 

clients automatically. Flink works with data at a rapid speed. 

It can connect to Hadoop and NoSQL databases natively and 

handle HDFS data. This is the quickest tool for evaluating 

big data, such as a video stream. The data stream can be 

processed rapidly and efficiently. Apache Flink, which is 

based on a pure streaming method, is used to provide good 

throughput and simplicity of use for sophisticated analysis 

processing in big data. 

3.1.1. Checkpoints, Fault-Tolerance, and Save points 

Apache Flink implements a less weight defect tolerance 

method on the basis of distributed checkpoints. Checkpoints 

are automatic snapshots of an application's state and a place 

in a stream. Flink programs with checkpointing configured 

resume execution from the previous completed checkpoint 

after a mistake, thereby guaranteeing that application state 

semantics are preserved. Utilizing hooks exposed by the 

checkpointing mechanism, external systems can be included 

in the checkpointing mechanism. Also included in Flink are 

checkpoints that are physically activated. A user can create a 

save point, then halt and resume a running Flink programme 

from the similar application state and location in the stream. 

Save points allow you to update a Flink programme or a Flink 

cluster without sacrificing the state of the application. Save 

points, which were introduced in Flink, now allow users to 

resume an application with a distinct parallelism, enabling 

them to adjust to shifting workloads. 

Advantages 

When compared to other big data technologies, it offers 

several advantages. The benefits are 

• Flink provides APIs that are simpler to develop than 

MapReduce APIs. It enables for in-memory 

dispensation, which is significantly quicker. It also 

adds additional operators to the MapReduce 

concept, such as join, cross, and union.  

• Flink is capable of analysing real-time stream data, 

graph processing, and machine learning methods. 

Faster throughput, a shorter latency, and a guarantee 

that exactly one processing will take place with 

Flink.  

• Flink is also regarded as a viable replacement for 

Spark and Storm. 

3.1.2. API for DataSets 

On limited datasets, Flink's DataSet API allows for 

conversions. There are about 20 distinct types of conversions 

in the DataSet API. The Application Programming Interface 

is provided in Scala, Java, and a Python API that is still in 

development. The DataSet API in Flink is identical to the 

DataStream API in principle. 

3.1.3. SQL and the Table API  

The Table API in Flink's Scala and Java DataStream and 

DataSet APIs provides a SQL-like expression language for 

batch processing and relational stream. A relational Table 

abstraction is used by the Table API and SQL interface. 

External data sources, as well as existing DataStreams and 

DataSets, can be used to generate tables. On Tables, 

relational operations include selection, joins, and aggregation 

are supported via the Table API.  

Regular SQL may also be used to query tables. Table 

API and SQL are functionally comparable and may be used 

together in the same software. The logical plan, that was 

specified by SQL queries and relational operators, is 

optimised employing Apache Calcite and changed into a 

DataSet or DataStream programme once a Table is 

transferred back into a DataStream or DataSet. 

3.1.4. Flink streaming 

Apache Flink uses the Kappa construction. The core 

impression overdue the Kappa design is to use a single 

stream processing engine to manage together group and real-

time statistics. The Lambda architecture, which includes 

distinct processors for batch and streaming data, is used by 

the majority of big data frameworks. Architecture of 

framework shown in Figure 2. 

Batch dispensation refers to the processing of large 

amounts of data in a single batch over a particular timeframe. 

Continuous streams of data can be instantly processed with 

stream processing. Data streams can be handled by Flink 
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Streaming in real-time, utilizing the pipelined Flink engine 

and include customizable windows. The feature extraction 

can be carried out employing HOG function. 

3.1.5. Features of Flink 

• Using the DataStream API, Flink programmes 

enable users to execute business logic requiring a 

contextual state while processing data streams at 

any scale, resulting in stateful streaming at any 

scale. 

• Flink provides a defect-tolerance method on the 

basis of asynchronous checkpointing and periodic  

• Exactly-Once Consistency: In the event of a failure, 

the Flink core guarantees that every event in the 

stream is supplied and worked precisely once. 

• Scalability: programmes are parallelized so that the 

number of processing jobs may be increased or 

decreased. 

• Flink apps use local, typically in-memory, state to 

complete all calculations, resulting in very less 

processing delays. 

• Flink connects to a wide range of data sources, such 

as Elasticsearch, Apache Cassandra, Apache Kafka, 

Kinesis, and many others. 

• Deployment options: Flink is compatible with a 

variety of cluster setups, including YARN, Apache 

Mesos, and Kubernetes. 

• A library for detecting patterns in data streams using 

Complex Event Processing (CEP). 

• Java and Scala have fluid APIs. 

• Flink is a genuine streaming engine, as opposed to 

Spark Streaming's micro-batch processing 

paradigm. 

 

Figure 2. Architecture of Flink framework 

3.2. Histogram of Oriented Gradients (HOG) function 

The histogram of directed gradients is used in computer 

vision and image processing to identify objects. Gradient 

orientations are counted based on the number of times they 

appear in a particular section of a photograph. This approach 

uses overlapping local contrast normalisation and is based on 

a dense grid of evenly spaced cells, which sets it apart from 

edge orientation histograms, shape, and contextual scale-

invariant feature transform descriptors. 

This histogram describes the aspect and form of local 

objects inside an image by measuring the delivery of 

gradients or edge directions. After the frame is splitted into 

slight corresponding pieces known as cells, a histogram of 

gradient oeientations for each pixel is constructed. These 

histograms make up the descriptor. The function of HOG will 

be carried out in 4 stages. They are described as follows: 

3.2.1. Gradient Calculation 

The calculation of the gradient values is the initial stage 

in the process. The gradient is calculated by summing the 

angle and magnitude of the picture. First, the Gaand Gb 

values are found for each pixel in a 3x3 pixel block. Ga and 

Gb are initially calculated for each pixel value using the 

following formulas. 

𝐺𝑎(𝑅, 𝐶) = 𝐼(𝑅, 𝐶 + 1) − 𝐼(𝑅, 𝐶 − 1)                               (1)                      

𝐺𝑏 = 𝐼(𝑅 − 1, 𝐶) − 𝐼(𝑅 + 1, 𝐶)                                         (2)          

where R and C stand for rows and columns, respectively. 

Once Ga and Gb have been established, the magnitude and 

angle of each pixel are computed using the following 

formulas.    

𝑀𝑎𝑔(𝜑) = √𝐺𝑎
2 + 𝐺𝑏

2                                                         (3) 

𝐴𝑛𝑔𝑙𝑒(𝜃) = |tan−1(𝐺𝑏 𝐺𝑎⁄ )|                                                  (4) 

 3.2.2. Orientation binning 

The second step in the procedure is to create cell 

histograms. Each pixel in the cell represents a weighted vote 

for an orientation-based histogram channel, depending on the 

principles that were discovered during the gradient 

computation. The cells of a histogram can be rectangular or 

radial, and the channels are evenly spaced over a range of 0 

to 360 degrees or 0 to 180 degrees, depending on whether the 

gradient is signed or unsigned. For every block, an n-point 
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histogram is produced. Using an n-point histogram, n bins 

with θ-degree angle ranges are produced in the histogram. 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑛𝑠 = 𝑛(𝑟𝑎𝑛𝑔𝑖𝑛𝑔 𝑓𝑟𝑜𝑚 0𝑜  𝑡𝑜 180𝑜)          (5)                            

𝑠𝑡𝑒𝑝 𝑠𝑖𝑧𝑒(∆𝜃) = 180𝑜 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑛𝑠⁄                           (6) 

3.2.3. Descriptor blocks 

The gradient capacities must be locally adjusted to 

accommodate for differences in light and contrast, that 

requires combining the cells collectively into bigger, 

geographically linked blocks. Circular C-HOG blocks and 

Rectangular R-HOG blocks are the two most common block 

geometries. 

3.2.4. Block normalization 

A normalisation process reduces the negative impact of 

differences in contrast between images of the same thing. In 

general, the gradient is affected by lighting. When we divide 

or multiply pixel terms by a value to attain lighter or darker, 

the gradient magnitude and histogram values alter. It is 

important that histogram values remain unchanged 

regardless of lighting conditions. Within a block, the 

histogram vector v is normalized. One of the following 

standards could be suitable: 

• L1 norm 

• L2 norm 

• L2-Hys (Lowe-style clipped L2 norm) 

Let fyj be a non-normalized vector that contains all the 

histograms in a particular block. The L2 norm is used to 

standardize the fy values for each block: 

L2 norm:  

𝑓𝑦𝑗 ←
𝑓𝑦𝑗

√‖𝑓𝑦𝑗‖
2
+𝑠

                                                                    (7) 

Where s is the minimum worth, additional to the square 

of fyj in order to evade zero separation error. 

𝑡 = √𝑦1
2 + 𝑦2

2 + ⋯ 𝑦𝑛
2                                                         (8) 

𝑓𝑦𝑗 = [(
𝑦1

𝑡
) , (

𝑦2

𝑡
) , … (

𝑦𝑛

𝑡
)]                                                     (9) 

A video stream patch is divided into eight 

nonoverlapping pixels, or cells, to form this study. The 

gradients for each pixel are determined in these cells. The 

surrounding cells can be used to standardize this histogram. 

This will increase the robustness of the texture and lighting 

variations. The edges are labeled in agreement with the 

Groundside-Violence Model, Crowdside Violence Model, 

Human Part Model, and Non-violence Model after the 

features have been extracted by employing the HOG 

function. The MH-BDLSTM network is then used to train 

the model. 

3.3. Multi Head Bidirectional LSTM 

For the violence detection model, a hybrid modelon the 

basis of bidirectional LSTM and multi-head attention 

mechanism was developed. The framework is depicted in the 

image below (Figure 3). The suggested model structure is 

categorized into four sections. 

• Extract the text's word embedding 

• Upload the word vector to the BiLSTM framework. 

• Implement a Multi-head Attention method to 

acquire important data from several subspaces and   

emphasise the significance of various aspects; 

• For detection of violence, use the softmax layer. 

3.3.1. Word vector representation 

Words are at the bottom of the structure, with a subtext 

X composed of n number of words being represented as (y1, 

y2, y3..., yn-2, yn-1, yn), and the input layer as: 

𝐼 =  [𝑤𝑖1, 𝑤𝑖2, 𝑤𝑖3, . . . , 𝑤𝑖𝑚−2, 𝑤𝑖𝑚−1, 𝑤𝑖𝑚]  ∈  𝑅 𝑚×𝑑  (10) 

3.3.2. BidirectionalLSTM 

The LSTM is a sort of RNN which could learn and 

remember long-term dependencies without experiencing 

vanishing gradient descent or explosion difficulties. The 

sequence's future data is recorded in the backward layer, and 

its past data is kept in the forward layer. Both layers share the 

same output layer. The multi-head technique is used in this 

network, which leverages bidirectional LSTM. Multi-head 

attention permits the forms to concurrently assist to intake 

from various representation subspaces at several places. 

3.3.3. Layer of word encoder 

When the words are expressed using word embedding 

W, each word in the comment C is independent of the other 

words. A new representation for each word is created in this 

layer by combining contextual data from both directions in a 

comment. A bidirectional LSTM is made up of a forward 

LSTM H which discusses feedback from c_1 to c_n.as well 

as a backward LSTM 𝐻⃖  that reads the comment from 𝑐𝑛to𝑐1. 

𝐻   𝑀 = 𝐿𝑆𝑇𝑀            (𝑊𝑚 , 𝐻𝑚−1
           )                                                   (11)  

𝐻𝑀
 ⃖    = 𝐿𝑆𝑇𝑀 ⃖          (𝑊𝑚 , 𝐻𝑚+1

 ⃖         )                                                  (12) 

To derive hidden state representation 𝐻𝑚 for each word 

𝑊𝑚, simply concatenate forward hidden state 𝐻    and 

backward hidden state 𝐻⃖  , i.e. 𝐻𝑚 = [ 𝐻𝑚
       , 𝐻𝑚

 ⃖     ]. This method 

aids in the capture of information from the entire sentence 

around each word 𝑊𝑚. 𝐻 ∈ 𝑅 𝑁×2𝑝 denotes all the hidden 

states of the words 𝑊𝑚, with 𝐻   and 𝐻⃖   being s in size. 

𝐻 = (𝐻1, 𝐻2, … 𝐻𝑛)                                                           (13) 

3.3.4. Multihead attention 

MHAT is an improved version of the classic attention 

mechanism that also outperforms it. Several factors can 

influence how a frame is paid attention, requiring the use of 

multiple heads of attention, in which each frame is assigned 

appropriate weight based on multiple aspects to convey the 

overall semantics of the statement. One head is calculated at 

a time in this method. It's important to remember that there 

are h times to accomplish this, that is known as multi-head, 

but the parameters W for every linear relationship of Q, K, 

and V are distinct. In the following step, all m times scaled 

dot-product attention outcomes are combined, and the 

linearly transformed value is utilised as the MHAT result. 
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𝐻1 = 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑗
𝑄 , 𝐾𝑊𝑗

𝐾 , 𝑉𝑊𝑗
𝑉)                                (14)             

𝑀(𝑄, 𝐾, 𝑉) = 𝐶𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒(𝐻1, … . 𝐻𝑛)𝑊𝑃                     (15)   

This method explores the inner connections of sentences 

using self-attention, here K = V = Q. A weight matrix M and 

a feature representation frep are generated by this MHAT 

process.  

𝑦𝑖 = tan ℎ(𝑊𝑟𝐻𝑖 + 𝑎𝑟)                                                      (16) 

frep = Multihead(Y, Y, Y)                                                   (17) 

 

 

Figure 3. Architecture of Flink framework

 

Figure 4. Structure of multihead attention 

For violence detection, the resultant vector is routed to 

the softmax layer. The following is the outcome of the 

detection: 

𝑧 =̂ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑧𝑔𝑎𝑝 + 𝑎)                                               (18) 

The goal of introducing cross-entropy is to assess the 

types, that shows the difference between the detected 

violence types y and the detected non-violence types. 
Structure of multihead attention is shown in Figure 4. 

𝑙 = − ∑ 𝑍𝑗 log 𝑧𝑗̂𝑗                                                                  (19) 

where j is the sentence's index number. 

4. RESULTS AND DISCUSSIONS 

This part discusses how effective the suggested violence 

detection system is in identifying violent views in real-time 

footage. It was designed to detect violence in football 

stadiums where there is a possibility of violence between 

players or audience. 

Dataset 

The dataset is based on the new RWF2000 (Real-World 

Fighting) dataset from the YouTube website, which contains 

2,000 clipped video clips acquired by surveillance cameras 

from real-world settings. There are 2,000 video clips in the 

dataset, which are divided into two parts: Half of the videos 

depict violent acts, while the other half depict non-violent 
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activities. Representation of 4 types of models is shown in 

Figure 5. 

 

(a) Ground side-violence 

 

(b) Crowdside-violence 

 

(c) Human part model 

 

(d) Non-violence model 

Figure 5. representation of 4 types of models 

4.1. Performance Evaluation 

A comparison is made between the suggested approach 

and four other methods: Convolutional Neural network 

Bidirectional LSTM (CNN-BDLSTM), Seperable 

convolutional LSTM and pre trained mobilenet 

(SepConvLSTM-M), 3D Convolutional Neural Network 

with a Support Vector Machines (SVM) classifier(C3D), 

ResNet50CNN 

The network is trained using the retrieved features after 

extracting them with the HOG function and establishing the 

MH-BDLSTM parameters. Validation of the violence 

detection system is performed by calculating precision and 

recall values. Precision refers to the similarity of two or more 

measurements to one another. Precision is the word given to 

a positive predictive value. It's the percentage of retrieved 

occurrences that are tightly related.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑃) =   
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒+𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒
        (18) 

Table 1. Comparison of precision for violence detection 

 

Models 

Precision 

videos from dataset Real-Time 

Violence Non-

violence 

Violene Non-

violene 

CNN-

BDLSTM 

97.5 96.5 89.2 87.57 

SepConvL

STM 

97.65 97 89.5 88.1 

C3D 97.71 97.54 89.65 88.96 

ResNet50

CNN 

97.95 97.87 89.72 89.02 

Proposed 

method 

98.6 97.96 90.1 90 
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Figure 6. Graphical representation of comparison of 

precision 

Figure 6 shows the precison findings of five different 

approaches. The proposed violence detection method 

acquires higher precision results of 90.1% for Real time, 

whereas other methods such as CNN-BDLSTM, 

SepConvLSTM-M, C3D, and ResNet50CNNprovide 

precision results of 89.2 percent, 89.5 percent, 89.65 percent, 

and 89.72 percent, respectively, as shown in Table 1. 

Table 2. Comparison of accuracy for violence detection 

 

Models 

Accuracy 

videos from 

dataset 

Real-Time 

Viole

nce 

Non-

violence 

Violence Non-

violene 

CNN-

BDLSTM 

95.5 93.5 87.2 86.57 

SepConvLS

TM 

95.1 94 88.5 88.1 

C3D 95.51 95.4 89.25 88.96 

ResNet50C

NN 

96.95 96.87 89.52 89.02 

Proposed 

method 

98.6 97.96 90.1 90 

Figure 7 shows the accuracy findings of five different 

approaches. The proposed violence detection method 

acquires higher accuracy results of 90.1% for Real time, 

whereas other methods such as CNN-BDLSTM, 

SepConvLSTM-M, C3D, and ResNet50CNNprovide 

precision results of 87.2 percent, 88.5 percent, 89.25 percent, 

and 89.52 percent, respectively, as shown in Table 2. 

 

Figure 7. Graphical representation of comparison of 

Accuracy 

Table 3. Comparison of Recall for violence detection 

 

Models 

Recall 

videos from dataset Real-Time 

Violence Non-

violence 

Violene Non-

violence 

CNN-

BDLSTM 

92.5 91.2 85.2 84.57 

SepConvL

STM 

92.45 92.4 85.76 85.68 

C3D 93.51 93.4 86.25 85.96 

ResNet50

CNN 

94.65 94.17 86.52 86.02 

Proposed 

method 

95.42 95.26 87.65 86.90 

Recall is the term for sensitivity. The recall is the 

percentage of relevant examples that might be retrieved that 

is greater than the entire number of relevant instances. Each 

accuracy and recall are discussed below based on an 

understanding and measurement of significance. 

𝑅𝑒𝑐𝑎𝑙𝑙(𝑅) =   
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒+𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒
            (19)  

Figure 8 shows the recall findings of five different 

approaches. The proposed violence detection method 

acquires higher recall results of 87.65% for Real time, 

whereas other methods such as CNN-BDLSTM, 

SepConvLSTM-M, C3D, and ResNet50CNNprovide 

precision results of 85.2 percent, 85.76 percent, 86.25 

percent, and 86.52 percent, respectively, as shown in Table 

3. 

 

Figure 8. Graphical representation of comparison of Recall 

Table 4. Comparison of accuracy for violence detection 

 

Models 

Time for execution 

videos from 

dataset 

Real-Time 

Violenc

e 

Non-

violenc

e 

Violenc

e 

Non-

violenc

e 

CNN-

BDLSTM 

25 27 29 30 

SepConvLST

M 

23 24 26 27 

C3D 20 21 23 25 

ResNet50CN

N 

16 18 20 21 

Proposed 

method 

11 12 14 15 
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Figure 9. Graphical representation of comparison of 

execution time 

Figure 9 shows the execution time findings of five 

different approaches. The proposed violence detection 

method acquires less execution time of 15% for Real time, 

whereas other methods such as CNN-BDLSTM, 

SepConvLSTM-M, C3D, and ResNet50CNNprovide 

precision results of 29 percent, 26 percent, 23 percent, and 20 

percent, respectively, as shown in Table 4. 

5. CONCLUSION 

The rate of violence in football matches has risen 

dramatically in recent years, whether among players or fans. 

Security personnel have to be notified in real-time to prevent 

violence from occurring. Using Flink, the HOG function 

helps to identify violent behavior by extracting information 

from video frames. Based on the retrieved features, we can 

classify the frames into four categories: groundside-violence, 

crowdside-violence, human part model, and non-violence 

model. Multihead bidirectional LSTM networks are then 

trained using the four models to identify violent frames in 

videos. Compared to a single LSTM, this network 

arrangement converges faster. When compared with existing 

systems, the proposed violence detection methodology 

significantly increases accuracy upto 1.6453%, precision 

upto 0.646%, recall upto1.959%, and reduces execution time 

upto 60% than other existing methods. In the future, further 

research will be conducted to find out if the proposed 

methodologies can be used to address concerns regarding 

violence detection. 
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Abstract – Protein is made up of a variety of molecules that are 

required by living organisms, such as enzymes, hormones, and 

antibodies. In step 2, the max-pooling layer and the 

convolutional layer evaluate the input data to create the finest 

feature map F1, which is half the image size in both horizontal 

and vertical directions. The full feature is then retrieved in step 

2 using the max pooling layer and the residual block at the 

proper resolution. In this paper, we introduce Di-Fuzzy CNN 

(Fuzzy Convolutional Neural Network with Dingo optimizer), a 

novel technique for predicting protein activities that 

incorporates two types of information they are protein sequence 

and protein structure. We extract diverse features at different 

scales utilizing convolutional neural networks to provide 

comprehensive information for feature segmentation. To 

handle a variety of uncertainties in feature selection and 

produce segmentation results that are more dependable, fuzzy 

logic modules are employed. Finally, we employ Dingo 

optimization to boost the suggested method's effectiveness and 

speed in order to produce the best outcomes. Using a variety of 

datasets, the suggested model has been tested (HSSP, PDB, 

UGR14b, DSSP). Tests demonstrate that our approach can 

decrease FPR, increase protein structure accuracy, decrease 

prediction time, and increase TPR for feature selection. Our 

predictive model performs better than most state-of-the-art 

techniques. 

Keywords –Amino Acid Features, Protein Structure, Convolutional 

Neural Network (CNN), Fuzzy logic, Dingo Optimization 

algorithm. 

1. INTRODUCTION 

Polymeric macromolecules known as proteins are made 

up of linear chains of amino acid building blocks connected 

by peptide bonds. Different biological mechanisms in living 

things produce proteins. [1] The structure of a protein and the 

chemical characteristics of its amino acids determine its 

activity. The genetic sequence of a protein can be used to 

determine its structure. Additional information about protein 

structure can be obtained by predicting the primary, 

quaternary, secondary, and tertiary structures [2]. Put 

differently, protein structure prediction refers to the process 

of estimating a protein's three-dimensional structure from its 

fundamental structure [3]. 

Protein structure prediction is the process of forecasting 

a protein's different amino acid sequences from its three-

dimensional structure [4]. Its folding, secondary, tertiary, and 

quaternary structures may all be predicted from its 

fundamental structure. The issues of protein design and 

protein structure prediction are essentially different. One of 

the main objectives of theory and bioinformatics in medicine 

(e.g., drug design) is the prediction of protein structure. 

The basic structure of the amino acid series is depicted 

in Figure 1. A protein's matching gene determines its main 

structure. α-helix could be the typical secondary structural 

state. Since hydrogen bonds develop within the chain, they 

are entropically benifical than beta sheets, despite the fact 

that their potential energy is not as low as that of beta sheets. 

The three-dimensional structure of a protein is mostly 

determined by the interactions between the R groups of the 

amino acids that make up the protein. Proteins must be 

sampled in various experimental conditions in order to 

identify the quaternary structure of proteins, which can be 

done using a range of experimental techniques [5], [18]. 

For the purpose of estimating the three-dimensional 

structure, protein structure prediction is crucial. There is a 

widespread misperception that it is hard to infer a protein's 

structure from its amino acid sequence since the amino acid 

sequence contains sufficient information to reveal a protein's 

three-dimensional structure. Extrapolating characteristics 

from amino acid sequences is a crucial step in increasing the 

precision of protein structure prediction [6, 7]. Utilizing 

sizable protein databases, protein structure prediction 

ascertains if a query sequence, in whole or in part, resembles 

a known structure [8], [19]. 

Finding a protein's structure from a collection of amino 

acids is a difficult task in molecular biology and 

bioinformatics. Many studies use different data mining 
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techniques to predict the structure of proteins. Nevertheless, 

the computing time and forecast accuracy of earlier methods 

were inadequate [20]. For over ten years, protein structures 

have been predicted through the application of neural 

networks. Inspired by neural networks' recent success, DL 

networks have been utilized in several articles to predict 

protein shapes. We suggested a Di-Fuzzy CNN to improve 

the accuracy and speed of protein structure prediction in 

order to solve the current problems [21-24]. 

Figure 1. Resultant Graph of the Proposed System 

The creation and application of protein structure 

predictions is explained in this article. Section II discusses 

related studies on protein structures that make use of different 

deep learning approaches. Section III presents the proposed 

Di-Fuzzy CNN (Dingo Fuzzy Convolutional Neural 

Network), along with a description and associated 

algorithms. Section IV contains performance results and 

associated analysis. Section V concludes with additional 

work and conclusions. 

2. LITERATURE SURVEY  

In 2020 Giri, et al [9] proposed, a MultiPredGO a novel 

multimodal technique for predicting protein functions using 

two separate types of information like protein secondary 

structure and protein sequence. We evaluated our findings to 

a variety of unimodal approaches in addition to two multi-

modal protein function prediction methods like DeepGO and 

INGA. Our proposed method achieves better score.  For 

cellular component and molecular comparisons, there were 

13.05 percent and 30.87 percent enhancements over the best 

available comparing method. 

In 2020 Zhou et al., [10] proposed, a monitored learning 

technique known as combining deep neural networks 

(CDNN) for protein structure prediction. The RMSProp 

optimizer uses the crossentropy error to educate the CDNN 

architecture. With multiple CNNs, the suggested design may 

remove amino acid data and mix them with raw features to 

train massive LSTM networks. In comparison to other 

approaches, the output suggest that the suggested techniques 

can achieve reasonable enactment with the suitable 

parameters. 

In 2020 Bingzhen, et al., [11] suggested utilizing a 

confusion matrix to choose a random forest classification 

model. Using the "remove poor models" strategy, the forest 

models are selected at random. In three various data sets, the 

new outcomes reveal that the new technique has greater 

average classification accuracy and stability than the prior 

iteration. As a result, the confusion matrix-based random 

forest image classification model can increase random forest 

classification ability.                                                                                                                                                            

In 2019 Akter, and Holder, [12] proposed, a graphical 

feature-based framework that derives graphical features from 

sensor network data and employs feature selection 

approaches to choose more valuable features for such a 

classifier to have in prediction problems. Using movement 

data from smart home motion sensors and mobile phone GPS 

sensor information, as well as demographic data from 

smartphone GPS sensor data, the researchers used the 

suggested approach to forecast activity. additionally forecast. 

We discovered that when non-graph-based features are 

added to graphical feature-based frameworks, the outcomes 

improve. 

In 2019 Gao et al., [13] proposed, A novel method for 

predicting equilibrium contacts in proteins is called Deep 

Structural Inference for Proteins (DESTINI), which blends 

template-based structural models with DL algorithms. 

DESTINI accurately predicts the tertiary structure 4 times 

for "hard" targets while simultaneously improving model 

quality for "easy" targets. DESTINI's much improved 

performance is partly due to the introduction of improved 

contact prediction template model. This paper outlines a 

viable technique for resolving the prediction problem in 

protein structure. 

In 2018 Zamil, and Rahman, [14] proposed a multiscale 

local descriptor (MLD) to retrieve multiscale local 

information by feature extraction from a set of proteins. 

Decision trees, random forests, and bootstrap aggregation are 

used in classification approaches. Several algorithms 

produce diverse outcomes, and ensemble classification 

performs more accurately than current techniques. It is 

discovered that random forests and bootstrap aggregation are 

at least 10% more accurate than decision tree methods. 
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In 2018 Yavuz, et al., [15] proposed, An MLP 

methodology for predicting the secondary structure of 

proteins. The amino acid sequence was used to estimate 

protein secondary structure. There are two steps to the 

classification: MLP and direct MLP with CSA enhancement. 

The success rate for direct MLP categorization is 84.01 

percent. For various numbers of rounds and hidden layers, 

the MLP with CSA arrangement achievement is investigated. 

To summarise, using CSA prior to categorization is advised 

for better prediction accuracy. 

In 2018 Xie, et al., [16] proposed, A fuzzy support vector 

machine for secondary structural identification for predicting 

the amino acid features. Agreeing to the K-nearest neighbour 

algorithm, hyperplanes are assigned big membership values, 

whereas outliers are assigned small membership values. To 

test this strategy, we employed 3 databanks (e.g., CB513, 

data11996and RS12). Overall, our results for secondary 

structure prediction are better than regularly used 

approaches. 

In 2017 Wang et al., [17] proposed, A deep recurring 

encoding-decoder network, secondary structure recurrent 

encoder. suggested using a decoder network. The CB513 and 

CullPDB public datasets are used to test the suggested model. 

Especially well-suited to modeling sequence and structural 

links between input protein attributes and secondary 

structure are encoder/decoder designs used in conjunction 

with GRUs. It also performs better than the opposition in 

terms of Q8 and Q3 accuracy. We outperformed earlier 

methods in predicting Q3 and Q8 with 68.20 percent and 73.1 

percent accuracy in fewer epochs on the CB513 and CullPDB 

datasets. 

In 2017 Liu, et al., [18] proposed, two-dimensional deep 

convolutional neural network, the protein's secondary 

structure was predicted. Based on a two-dimensional input 

matrix, two-dimensional CNNs are better at extracting 

sequence interaction features and storing unique amino acid 

position data. Our predictive model performs better than 

most state-of-the-art techniques. 

3. PROPOSED METHOD  

A crucial step in theoretical chemistry and 

bioinformatics is the prediction of protein structures. 

Because predicting protein structure is a critical procedure in 

medicine (for example, medication design) and 

biotechnology. A large number of research projects are 

currently underway with the goal of determining the protein 

structure using various classification techniques. However, 

existing categorization techniques performed poorly. The Di-

Fuzzy CNN Technique was created to address these 

restrictions. 

Figure 2. Proposed Methodology 

Figure 2 depicts the overall process of using the Di-

Fuzzy CNN technique to predict protein structure more 

efficiently and in less time. In the above figure, Fuzzy CNN 

technique is used to identify relevant amino acid 

characteristics from a large protein dataset and predict the 

protein structure. The dingo optimizer algorithm improves 

the accuracy and reduces the computational time as a result. 
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3.1. Feature Selection and Prediction  

Convolutional neural networks and fuzzy learning are 

combined to form a new neural network structure for 

selection and prediction called as Fuzzy Convolutional 

Neural Network (Fuzzy CNN). The proposed technique uses 

fuzzy learning to deal with protein structure uncertainty, and 

the fuzzy logical units are smoothly combined into the Neural 

Network. Each fuzzy logical units are guided by a feature 

map at a specified balance, with the goal of establishing a 

link between the segmentation and the features outcome. A 

robust and accurate outcome can be obtained by taking into 

account, the result of the fuzzy logical units at multiple 

stages. The settings for the convolutional network and fuzzy 

logical units are integrated after end-to-end learning using 

training samples with physically labelled protein structures. 

CNNs have gained popularity recently in the domains of 

bioinformatics and allied ones. Three principals have drawn 

researchers' attention to convolutional neural networks: 

shared weights, spatial subsampling, and local receptive 

fields. Convolutional neural networks perform several 

functions, including scale distortion and covariance shift, to 

varying degrees. Because of these characteristics, 

convolutional neural networks are frequently employed in 

research domains including segmentation and prediction. 

Genetic diversity is assumed to originate from proteins.  

To forecast the secondary structure of proteins, features 

are extracted from sets of amino acids. CNN is 

unquestionably one of the greatest options for prediction 

when combined with its capacity to handle massive volumes 

of training samples. CNN shortens computation times while 

simultaneously capturing information from a large number of 

samples related to proteins. CNN Architecture for protein 

structure prediction shown in Figure 3. 

Figure 3. CNN Architecture for protein structure prediction  

Step 2 involves an inspection of the input data by the 

convolution and max-pooling layers, which then produce the 

finest feature map F1, which is half the size of the image in 

both horizontal and vertical dimensions. Then, in step 2, a 

max-pooling layer and a residual block are used to extract all 

of the features at the appropriate resolution. Two max-

pooling layer steps come after the remaining blocks. There is 

utilization of fully bonded layers. The mapping of 

representations between inputs and outputs is aided by the 

FC layer. 

To build the finest feature for protein structure 

prediction, it selects partially the size in both the vertical and 

horizontal sides from the given input and processes it run 

over 2 convolutional layers first, then using a max-pooling 

level at a pace of two steps. The entire set of features in the 

matching resolution are then extracted using a remaining 

block is followed by a stride of two max-pooling layers. Fully 

connected layers are used. The FC layer assists in the 

mapping of representations between input and output. 

Every membership function labels the feature points 

with a fuzzy linguistic term, and all of the Gaussian function 

membership are provided as 

𝑉𝑥,𝑦,𝑘,𝑐 = 𝑒
−(

𝑘𝑥,𝑦,𝑐−𝜇𝑘,𝑐
𝜎𝑘,𝑐

).2

, 𝑥 = 1…𝑊, 𝑦 = 1…𝑊, 𝑘 =

1. . 𝑀 …                                                                                  (1) 

Where, 

H, W The feature's height and width. 

M Membership function applied for each function. 

(x, y) coordinate feature point of F x , y, c  

𝜇𝑘,𝑐   and 𝜎𝑘,𝑐  The gaussian member function's mean and 

standard deviation 
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V x, y, k, c In channel c, the fuzzy logic feature's k-th output 

(x, y). 

3.2. Optimization 

For better accuracy in Fuzzy CNN, the Dingo 

Optimization Algorithm is used. This optimization uses a 

unique technique to tackle specific problems by altering the 

network's variables and derivatives to find the best solution. 

DOA's main concept is as follows: a rapid sequence to 

initialise the speed and position of the search agent, 

consequently increasing the rate of search agents, generating 

a huge numbers of search agents, and eventually finding the 

best agent. To achieve the best results, the algorithm employs 

3 strategies to optimise the categorised output.  

The first strategy is encircling, the search agents (Dingo) 

often seek nominal objectives while alone, but create groups 

while hunting substantial goals. Flow chart for Dingo 

Optimization Algorithm shown in Figure 4 

𝑚𝑖⃗⃗ ⃗⃗  (𝑝 + 1) = 𝛽`1 ∑
[𝜑𝑎(𝑝)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗−𝑚𝑖⃗⃗ ⃗⃗  ⃗(𝑝)]

𝑁

𝑁
𝑎=0  − 𝑚∗⃗⃗⃗⃗  ⃗(𝑝)                       (2) 

Where, 𝑚⃗⃗ (𝑝 + 1) search agent's new position. 

            𝑚∗⃗⃗⃗⃗  ⃗(𝑝) Best search agent. 

           𝑚𝑖⃗⃗ ⃗⃗  (𝑝) Current search agent. 

            N Random Integer Numbers. 

The second strategy is persecution, in which the search 

agent pursues the small prey separately until it is trapped. 

𝑚𝑖⃗⃗ ⃗⃗  (𝑝 + 1) = 𝑚𝑖⃗⃗ ⃗⃗  (𝑝) + 𝛽1 ∗ 𝑒𝛽2 ∗ (𝑚𝑠⃗⃗ ⃗⃗  ⃗(𝑝) − 𝑚𝑖⃗⃗ ⃗⃗  (𝑝))           (3) 

Where, 𝑚⃗⃗ (𝑝 + 1) dingo movement 

            𝑠 From 1 to the maximum size, a random number 

will be created. 

The third strategy is scavenger, the search agent comes 

finds carrion to eat, they engage in scavenging activity while 

moving around their habitat at random, and then the fitness 

is determined. 

𝑚𝑖⃗⃗ ⃗⃗  (𝑝 + 1) =
1

2
[𝑒𝛽2 ∗ 𝑚𝑠⃗⃗ ⃗⃗  ⃗(𝑝) − (−1)𝜎 ∗ 𝑚𝑖⃗⃗ ⃗⃗  (𝑝)]                    (4) 

In addition, with 3 strategies, the chances of dingoes 

surviving are taken into account. 

𝑆𝑅(𝑖) =
𝑓𝑖𝑡𝑛𝑒𝑠𝑠() −𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑖)

𝑓𝑖𝑡𝑛𝑒𝑠𝑠() −𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑚𝑖𝑛)
                                          (5) 

Where, fitness (max) is the greatest fitness 

            fitness (min) is the inferior fitness ratios 

The low survival rate is given by, 

𝑚𝑖⃗⃗ ⃗⃗  (𝑝) = 𝑚∗⃗⃗⃗⃗  ⃗(𝑝) +
1

2
[𝑚𝑠⃗⃗ ⃗⃗  ⃗(𝑝) − (−1)𝜎 ∗ 𝑚𝑡⃗⃗⃗⃗  ⃗(𝑝)]                    (6)               

Figure 4. Flow chart for Dingo Optimization Algorithm 
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4. RESULTS AND DISCUSSIONS 

The effectiveness of the Di-Fuzzy CNN technique is 

demonstrated in FPR (false positive rate), TPR (true positive 

rate), and is measured at the level of utilizing several 

datasets, including HSSP, PDB (Protein Data Bank), 

UGR14b, and DSSP (Secondary Structure Protein Data 

Bank). Protein structure prediction rate, PSPA (protein 

structure prediction accuracy), and PSPT (protein structure 

prediction time) are examined using tables and graphs in this 

section. 

4.1. True Positive Rate experiment results 

The amount of amino acid characteristics that are 

accurately chosen as related to the total amount of features 

are calculated in TPR. It is employed in the prediction of 

protein structure for feature selection. TPR is expressed as a 

% and can be computed using the equation below. 

𝑇𝑃𝑅 =
𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
∗ 100                        (7) 

Table 1. The Result for TPR 

Dataset  True positive Rate in percentage 

BFO PROTEUS WPC

-

IRFC 

Di-Fuzzy 

CNN 

HSSP 82 83 92 94 

PDB 84 87 95 97 

UGR14b 80 82.7 90 93.4 

DSSP 80.6 82 86 90 

 

Figure 5. Graphical representation for TPR using different techniques and datasets 

The outcomes of TPR in Di-Fuzzy CNN methods are 

compared to current methods such as WPC-IRFC, 

PROTEUS, and BFO for estimating protein structures from 

large protein datasets. When employing 100-550 amino acid 

characteristics from the PDB dataset in a study, the Di-Fuzzy 

CNN approach achieves a TPR of 97 percent, whereas 

previous methods reach only 95 percent, 87 percent, and 84 

percent. Therefore, the proposed method outperforms 

existing methods. Graphical representation for TPR using 

different techniques and datasets shown in Figure 5. The 

Result for TPR shows in Table 1. 

4.2. Rate of False Positives  

The potential of mistakenly rejecting the null hypothesis 

for a test when making many comparisons is known as a false 

positive ratio. The amount of amino acid characteristics that 

are wrongly identified as significant to the total no. of 

features obtained as input is calculated. By using proposed 

technique FPR is low. Graphical representation for FPR 

using different techniques and datasets Figure 6. Comparison 

table for FPR Shows in Table 2 

𝐹𝑃𝑅 =
𝑡ℎ𝑒 𝑛𝑜.  𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑡ℎ𝑎𝑡 𝑤𝑒𝑟𝑒 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑝𝑖𝑐𝑘𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠
∗ 100 (8)              

Table 2. Comparison table for FPR 

Dataset  False Positive Rate in percentage 

BFO PROTE

US 

WPC-

IRFC 

Di-Fuzzy 

CNN 

HSSP 17.4 17 7 6 

PDB 16 13 5 3 

UGR14b 15 12 6 5 

DSSP 16.7 14 9 7 

  

Figure 6. Graphical representation for FPR using different techniques and datasets 
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4.3. Structure of Proteins Experiment on prediction 

accuracy 

It can be defined as the proportion of the total amount of 

protein structures that can be accurately predicted using 

particular features of amino acids. 

𝑃𝑆𝑃𝐴 =
𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑝𝑟𝑜𝑝𝑒𝑟𝑙𝑦 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑝𝑟𝑜𝑡𝑒𝑖𝑛 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒

𝑇𝑜𝑡𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑝𝑟𝑜𝑡𝑒𝑖𝑛 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑠 
∗ 100   

                                                                                           (9) 

By using Di-Fuzzy CNN methods the results of PAPR is 

compared with different existing techniques such as WPC-

IRFC, PROTEUS, and BFO for accuracy. 

Figure 7. PSPAs graphical representation using different techniques and datasets 

Table 3. Accuracy for predicting protein structure 

           

Dataset  

 

Accuracy rate in% 

BFO PROTE

US 

WPC-

IRFC 

Di-

Fuzzy 

CNN 

HSSP 80 81 91 93 

PDB 84 90 96 98 

UGR14b 84.5 91 95.4 96.2 

DSSP 83 88 90.7 92 

PSPAs graphical representation using different 

techniques and datasets shows in Figure 7. Accuracy for 

predicting protein structure shows in Table 3. 

 By using PDB dataset the proposed technique achieves 

98.2 percent, while previous methods reach only 96%, 90%, 

84%. Therefore, the proposed method gives more accuracy 

compared to others. 

4.4. Protein structure prediction time 

PSPT is a metric that evaluates how long it takes to 

categorize the structure of protein from a large protein dataset 

file. It is measured in milliseconds (ms). Table for predicting 

time shown in Table 4. 

𝑃𝑆𝑃𝑇 = 𝑁 ∗ 𝑡𝑖𝑚𝑒(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑛𝑔 𝑡ℎ𝑒 𝑝𝑟𝑜𝑡𝑒𝑖𝑛 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒)          (10) 

Table 4. Table for predicting time 

Dataset  Time taken for predicting protein 

structure in ms 

BFO PROTE

US 

WPC-

IRFC 

Di-Fuzzy 

CNN 

HSSP 28 27 16 14 

PDB 25 26 13 11 

UGR14b         24 22 19 16 

DSSP 23 22.8 20 16.4 

Figure 8. PSPTs graphical representation using different techniques and datasets 

PSPTs graphical representation using different 

techniques and datasets Figure 8. The outcomes of PSPT in 

Di-Fuzzy CNN methods are compared to current methods 

such as WPC-IRFC, PROTEUS, and BFO for estimating 
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protein structures from large protein datasets. When 

employing 100-550 amino acid characteristics from the PDB 

dataset in a study, the Di-Fuzzy CNN decrease the prediction 

time as 11 milliseconds, whereas previous methods reach 

only in 13 ms, 26 ms, 25 ms respectively. Therefore, the 

proposed method outperforms existing methods.  

5. CONCLUSION 

In this study, amino acid sequences were used to deduce 

the structure of proteins. In this article, we introduce a Di-

Fizzy CNN that can accurately predict proteins from amino 

acids. It is proposed to learn high-level semantics through 

end-to-end supervised learning of convolutional structures in 

neural networks combined with fuzzy logic. Fuzzy allows 

convolutional neural networks to focus more on protein 

structure. The proposed method is tested on a large-scale 

protein dataset and compared using metrics such as TPR, 

FPR, PSPA, and PSPT. Compared with state-of-the-art 

features, Di-Fuzzy CNN result analysis achieves higher 

performance in terms of PSPA and PSPT, resulting in 

effective disease diagnosis. Future research should expand 

the dataset size and investigate the accuracy rates of deep 

learning models (e.g., RNNs, capsule networks) used to 

extract features from protein datasets. Explore spatial 

complexity and predict protein structure using large datasets. 
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Abstract – Data mining is a technique for obtaining useful 

information from vast amounts of information. Big data refers 

to large amounts of complicated information that is processed, 

particularly in relation to biological processes. The 

investigation of protein structures has recently received a lot of 

attention from structural biologists. The majority of recent 

research projects have tried to improve protein structure 

identification in huge data. Feature selection-based protein 

structure identification in large data analysis, on the other 

hand, takes a long time. A hybrid crow search algorithm and 

particle swarm optimization (CSA-PSO) based CD4.5 (CP-CD) 

approach has been developed to increase Protein Structure 

Identification accuracy with less amount of time. First samples 

from the patients are given to IOT-enabled microscope and the 

details will be stored in big data and then the process will be 

divided into two steps. At first, feature selection is done using 

CSA-PSO algorithm, and the classification is done using CD4.5 

classifier.  This aids in identifying the protein structure and 

accurately diagnosing the condition, as well as lowering the false 

positive rate. 

Keywords – Protein structure classification, feature selection, Big 

data analysis, CD4.5 classifier, IOT-enabled microscope. 

1. INTRODUCTION 

Proteins are important in biological activities and are 

collected of amino acids connected together by peptide 

bonds. The three-dimensional structure of atoms in a protein 

molecule is known as protein structure. Protein structures are 

analyzed using nuclear magnetic resonance (NMR) 

spectroscopy or X-ray crystallography. Protein sequence is a 

method of determining a protein's amino acid sequence or 

structure. The sequence and three-dimensional (3D) structure 

of a protein influence its function. At an unprecedented rate, 

large-scale genome sequencing efforts are supplying 

researchers with millions of protein sequences from 

numerous species. [1]. Enzymatic catalysis, transferring ions 

and chemicals from one organ to other, nutrition, the 

contractile system of muscles, tendons, cartilage, antibodies, 

and modulating cellular and physical processes are all roles 

performed by proteins [2]. Structure of protein shown in 

Figure 1. 

 

 

Figure 1. Structure of protein 

The primary structure in a polypeptide chain is the 

arrangement of amino acids. The regular, repeating spatial 

groupings of nearby amino acid residues in a polypeptide 

chain are referred to as secondary structure. The amide 

hydrogens and carbonyl oxygens are tightly bonded together 

to form the peptide backbone. Helixes and structures are the 

most common types of secondary structures [2]. In medical 

diagnostics, identifying the protein structure is essential in 

determining the disorder. Feature selection is the process of 

choosing the most important inputs to process and analyze, 

or reducing the total amount of inputs. Increasing the 

predictive model's performance while reducing the modeling 

cost is the main goal of feature selection [3]. 

The Internet of Things, or IoT, is a network of 

individually addressable physical items that can interact and 

communicate with each other through the Internet. These 

objects have varied degrees of processing, sensing, and 

actuation capabilities. Therefore, the main objective of the 

IoT is to allow objects to connect with people and other 

objects at any time and from any place by using any network, 

technique, or service [4]. The simplest method to assess an 

algorithm is to check at all subsets of potential functions and 

see what decreases the proportion of errors. It is a systematic 

mailto:1corresponding.author@mailserver.com
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exploration for space that benefits everyone in the calculation 

except the smallest feature set. Wrappers, filters, and 

embedding techniques are three different types of feature 

selection algorithms with different test evaluations. The term 

feature selection is often used in data mining to limit inputs 

to a manageable size for analysis and processing, with an 

emphasis on discovering relevant content without 

compromising the classification algorithm's accuracy [5]. 

Bioinformatics and theoretical chemistry work together 

in medical applications to analyse protein structure big data. 

The majority of recent research projects have tried to 

improve protein structure recognition in large datasets. 

However, in big data analysis, feature selection-based 

protein structure identification does not save time. As a 

result, feature selection is required to establish the structure 

of the protein. And for category label, the key characteristic 

has a powerful meaning and significance. The duplicated 

functions, on the other hand, not only affect the algorithm's 

classification performance but also contribute to the 

processing expenses. With the feature selection process, 

which selects the best feature subset of the original feature 

domain, it is critical to reduce unwanted and redundant 

features. 

The abovementioned defect causes lots of new 

problems, including a failure to choose relevant features, 

lower classification accuracy and longer identification times, 

a large false positive rate, and so on. To deal with such 

problems, hybrid CSA-PSO algorithm based CD4.5 

classification (CP-CD) method has been presented. In this 

method patient's samples will be acquired and then given to 

an IOT-enabled microscope. The findings will be kept as 

large data, and the procedure will be divided into two steps. 

In the first stage, a hybridised crow search and particle swarm 

optimization technique is used to identify features. The 

classification process is then accomplished in the second 

stage.  

The other sections of the document are arranged under 

the respective topics. Section II provides a description of the 

literature review. Section III provides a description of the 

suggested method. Section IV provides a description of the 

findings and discussion. Section V provides a description of 

the conclusion. 

2. LITERATURE REVIEW 

Protein sequence classification is a crucial process for 

identifying the disease in humans. There is lot of research on 

this protein structure classification, among these a few are 

discussed here. 

In 2021, Sequeira, et al, [6] proposed a method called 

ProPythia, a generic and modular Python program that 

permits users to quickly apply ML and DL algorithms to a 

variety of protein sequence prediction and classification 

challenges. It makes it easier to implement, compare, and 

validate the main errands in ML or DL pipelines, such as 

modules for reading and altering series, calculating protein 

features, preprocessing datasets, and dimensionality drop, 

feature selection gathering and diverse scrutiny, and training 

and optimizing ML/DL models and using them to create 

forecasts. They also compare the presentation of the various 

forms in four distinct protein categorization problems. 

In 2020, Kalaiselvi, and Thangamani, [7] have proposed 

a Weighted Pearson Correlation based Improved Random 

Forest Classification (WPC-IRFC) Technique. The WPC-

IRFC method was created with the goal of improving protein 

structure prediction accuracy while saving time. WPC-IRFC 

Technique achieves 7% FPR in an experimental assessment 

utilising 50-500 amino acid characteristics from VariBench 

DS, whereas previous techniques achieve 22 percent, 20 

percent, 17 percent, and 14 percent. As a result, the FPR of 

the WPC-IRFC method is smaller than other approaches. 

In 2020, Ge et al., [8] proposed a step-by-step 

classification approach on the basis of double-layer SVM 

model to calculate the proteins' secondary structure. This 

approach is evaluated using a frequently used dataset, the 

25PDB dataset, which has a sequence similarity of less than 

40%. Despite the fact that these two models' accuracy is 

somewhat reduced, the correctness of the 𝛼+𝛽 and 𝛼/𝛽 

classes is upto 85.09 percent and 78.64 percent, respectively, 

and the correctness of the 𝛼+𝛽 class is greater than existing 

techniques. The findings reveal that this technique performs 

well, and the correctness of 𝛼+𝛽 class proteins is greatly 

enhanced by assuring the correctness of the other three 

structural classes of proteins. 

In 2017, Shu, and Yong, [9] describes a method for 

classifying protein secondary structures on the basis of 

protein "signal-plotting" and digital signal processing using 

the Fourier methodology. It has been shown that a larger 

variety of protein secondary structures may be categorized 

using these indices, which are the hydrophobicity rate and the 

dominant frequency. Finally, it is hoped the discovery will 

usher in a whole new era of protein secondary structure 

analysis, as well as DNA and protein sequence analysis. The 

findings indicate that these newly proposed indices can 

classify a greater variety of protein secondary structures. 

In 2017, Najibi, et al., [10] developed a nonparametric 

approach for estimating numerous bivariate density functions 

for a group of populations with protein backbone angles. The 

suggested approach would be more effective than previous 

methods. The adaptive basis expansion coefficients for the 

fitted densities give a low-dimensional depiction of the 

densities which may be used for conception, grouping, and 

identification. The proposed method takes a novel and 

innovative approach to two important and challenging 

problems in protein structure research: structure-based 

protein classification and angular-sampling-based protein 

loop structure prediction. 

In 2019, Ahmad, and Hayat, [11] proposed a 

revolutionary high-throughput computational methodology 

for accurately identifying subGolgi proteins. The publicly 

accessible benchmark dataset is very unbalanced, with trans-

Golgi sequences accounting for 72 percent of the entire 

dataset. The high-rank features are chosen using a maximum 

vote technique, which reduces the feature space by 85 

percent. The results show that using a KNN classifier in 

conjunction with a hybrid feature space yielded good results. 

It has a jackknife cross-validation accuracy of 98 percent, 
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individual data accuracy of 94 percent, and a 10-fold cross-

validation accuracy of 96 percent. 

In 2020 Ahmad, et al., [12] have suggested a method that 

employs numerical descriptors based on sequences and 

evolution, primary protein sequences are constructed in this 

work. While evolutionary characteristics are gathered 

utilising a bigram scoring matrix customized to positions, 

sequential information is extracted employing K-space 

amino acid pair (KSAAP) and dipeptide composition. SVM 

with ideal features had a correctness of 97.54% for the 

training dataset and 93.71% for the independent dataset, 

respectively. Their suggested model was shown to 

outperform and provide the best results among the current 

computational models. 

In 2020, Mirceva, et al., [13] presented a method for 

categorising protein shapes in this work. The results revealed 

that filtering 20 or 30 of the most significant attributes only 

slightly reduces performance in general. Only the C4.5 

classifier is exempt from this, but this is due to the nature of 

this classifier, which picks the features with the best 

information gain throughout the model induction phase. The 

earlier results concerning the minor drop in accuracy by 

decreasing to 20 and 30 features are crucial since it suggests 

that the time required for training and testing the models 

might be cut in half with feature selection while still 

maintaining high accuracy. 

In 2019, Mirceva, et al., [14] suggest a method for 

categorising protein structures in this work. They create 

models by combining several categorization algorithms. The 

proposed technique is thoroughly examined, as well as the 

advantages of using feature selection. The results 

demonstrate that feature selection produces superior 

outcomes in virtually all circumstances than when no feature 

selection is used. The investigation's overall conclusion was 

that most of the ways in the analysis perform better than the 

protein voxel-based descriptor, even though it beats several 

of the strategies. 

 In 2020, Ghosh, et al., [15] suggested a ML–based 

approach for classifying secondary structure of proteins into 

four categories: all-𝛼, all-𝛽, 𝛼+𝛽, and/. On the four standard 

datasets 640, 1189, 25pdb, and fc699, the overall accuracies 

achieved using the proposed model are 86.89 percent, 92.93 

percent, 91.38 percent, and 94.87 percent, respectively. In 

this comparison, the suggested model outperforms certain 

state-of-the-art approaches. 

3. PROPOSED METHOD 

Protein structure identification is crucial for disease 

detection in big data analysis. Several data mining 

techniques, such as gene structure, DNA sequences, and 

protein sequences, have been developed in the disease 

diagnostic area. To eliminate the problem of mystery cases 

and prediction analysis during illness diagnosis, the 

suggested approach, protein sequences identification, is 

used. The suggested method efficiently identifies protein 

structures for brain tumour diagnosis. 

Protein structure is the three-dimensional configuration 

of atoms within an amino acid chain molecule. Peptide bonds 

are formed by the condensation of amino acids to create 

protein structures. The terminus of a peptide or protein 

sequence with a free carboxyl group is called the carboxy-

terminus, or C-terminus. The termini of a sequence with a 

free -amino group are denoted by the terms amino-terminus 

and N-terminus. Proteins are composed of twenty different 

compounds called amino acids. The citric acid cycle, 

Glycolysis, and the pentose phosphate pathway all offer 

intermediaries that are used to make amino acids. The 20 

amino acids are made up of both essential and non-essential 

amino acids. Nine amino acids are essential, whereas the 

remaining nine are non-essential. The genetic code 

determines the amino acid sequence in a protein as well as its 

function. 20 different types of Amino acids shown in Table 

1. 

Table 1. 20 different types of Amino acids 

Glycine Gly G Tyrosine Try Y 

Alanine Ala A Methionine Mer M 

Serine Ser S Tryptophan Trp T 

Threonine Thr T Asparagine Asn A 

cysteine Cys C Glutamine Gln G 

Valine Val V Histidine His H 

Isoleucine Ile I Aspartic Acid Asp A 

leucine Leu L Glutamic Acid Glu G 

Proline Pro P Lysine Lys L 

Phenylalanine Phe P Arginine Arg A 

Protein materials are composed up of a precise order of 

amino acids. The amino acid sequence is indicated on these 

strings. As a result, the erection of a protein explains the 

specific classification in which amino acids are connected 

together by peptide bonds to create a protein.  

Fig 2 represents the flow of proposed methodology. In 

bioinformatics, protein structure identification is a critical 

step. Many factors contained in the training data set may 

increase the risk of correctly identifying the protein structure 

in real-world applications. As a result, for protein structure 

big data analysis to diagnose brain tumour illness and reduce 

the risk in protein structure identification, feature selection 

and classification are necessary. Attribute selection from a 

big dataset is also known as feature selection. The protein 

structure is then identified using the classification technique.  

In the proposed technique, the samples of the patients 

are collected and tested using an IOT enabled microscope 

and the details will be automatically send to the big data 

cloud and also it informs the hospital so that the information 

can be accessed remotely. The proposed CP-CD technique 

consists of two processing steps: feature selection and 

classification, which allow for quick protein structure 

identification. For feature selection in the initial stage, a 

hybrid CSA-PSO approach is applied. The CD4.5 classifier 

is used to classify the selected features in the second stage. 

This aids in improving the efficiency of bioinformatics data 

processing while also saving time. 
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Figure 2. Schematic representation for proposed framework 

3.1. Feature selection using CSA-PSO algorithm 

The hybrid Crow Search Algorithm and Particle Swarm 

Optimization (CSA-PSO) algorithm. This algorithm hybrids 

the properties of crow search algorithm and particle swarm 

optimization algorithm which will give better results for 

feature selection from the large dataset. 

a) Crow search algorithm 

Crows were used as inspiration for the crow search 

algorithm because of their habit of keeping food in a secret 

area and recovering it after several months. Crows, like other 

social animals, may participate in thievery at some point by 

carefully studying other Crows' food concealing locations 

and then robbering their food. When a crow doubt that other 

is following him, he flees to a position faraway from where 

the food is hidden to deceive the thief. The CSA technique is 

linked with chaotic series in this method and it is represented 

as, 

  𝑠𝑥
(𝑟+1)

=      {𝑠𝑥
(𝑟)

+ 𝐽𝑦 ∗ 𝐻𝑡𝑦
(𝑟)

∗ (𝑛𝑦
𝑟 − 𝑠𝑥

(𝑟))     𝐽𝑖 ≥

𝐵𝑄𝑡
𝑟      𝑐ℎ𝑜𝑜𝑠𝑒 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒          (1) 

b) Particle Swarm Optimization algorithm 

The attribute choices on the basis of social 

characteristics related with bird flocking to resolve 

optimization issues attract a lot of academic attention in 

Particle Swarm Optimization (PSO). PSO, which is a type of 

swarm intelligence optimization, has been shown to be lesser 

computationally expensive and to settle more quickly. Every 

solution in PSO may be seen as a swarm of particles, each 

with its own velocity and position. 

c) Opposition Based Learning: 

The OBL approach searches in both directions in the 

search space. One of these two pathways contains the initial 

answer, while the other indicates the opposite direction. The 

opposite location in M-Dimensional space with s (s1……sm) 

and s1 𝜖 [𝛿, 𝛾], x=1,2,3….M is calculated in the below 

equation 

      𝑠𝑥

𝑟

𝑜𝑝𝑝 = 𝛿𝑥 + 𝛾𝑥 − 𝑠𝑥
𝑟                                                    (2) 

d) CSA-PSO algorithm:  

 The concepts of binary CSA and binary PSO algorithms 

have been mixed, resulting in a technique called CSA-

PSO that benefits from their inclusion. For example, in CSA-

PSO approach, only aiming particular crows with better 

foods improves the execution of randomly following each 

crow. The Opposition Based Learning approach is then used 

to create the crows' opposite positions, which are 

subsequently utilized to upgrade the post in the PSO. This is 

achieved so that both methods can examine the exploration 

space in turn, without being impacted by the results of the 

other.  

Fig 3 represents the feature selection process using this 

CSA-PCO method. The first step is preprocessing, that is to 

get the details we needed from the big dataset are to 

preprocessed for further process. In CP-CD technique, CSA-

PSO is the hybrid technique of crow search and particle 

swarm optimization method.  

Logistics map: 

  𝑠𝑥
𝑟+1 = 𝑏𝑠𝑥

𝑟(1 − 𝑠𝑥
𝑟)   𝑏 = 0.4 𝑎𝑛𝑑 𝑠1 = 0.7 

Exponential map: 𝑠𝑥
𝑟+1 = 𝑠𝑥

𝑟𝑒2(1−𝑠𝑥
𝑟) s1=0.7 

𝐽𝑟+1 = 𝑣 + 𝑠𝑥
𝑟+1, 

Where v is the energetic parameter that controls 

𝑠𝑥
𝑟activity. When v steps up, 𝑠𝑥

𝑟 undergoes further 

bifurcations, eventually resulting in pandemonium. The 

current situation would change and the Crow would move to 
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the right answer if a predetermined random number was less 

than this threshold value. 
𝑈𝑠ℎ𝑎𝑝𝑒 = |

2

𝜋
 𝑎𝑟𝑐𝑡𝑎𝑛(

𝜋

2
𝑠𝑥

𝑟)|                                                     (3) 

 

Figure 3. Flow diagram that represents feature selection using CSA-PCO 

e) Fitness function 

Algorithm 1: CSA-PSO based feature selection algorithm 

Algorithm for CSA-PSO 

1. Begin 

2. Initialize x=0 

3. Wgt= wgtmax-iteration (
𝑤𝑔𝑡𝑚𝑎𝑥−𝑤𝑔𝑡𝑚𝑖𝑛

𝑚𝑎𝑥−𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛
) 

4. Evaluation of fitness value 

5. Pbest, gbest values are set 

6. Run CSA-PSO with 𝑆𝑥
𝑟 population 

7. Reversely alter the position that the CSA-PSO 

returned. 

8. for (x=1; x≤ 𝐷; 𝑥 + +) do 

9.     if(𝑓(𝑆𝑥
𝑟) ≥ 𝑐𝑟𝑜𝑤𝑚𝑖𝑛)𝑑𝑜 

10.          𝑠𝑥

𝑟

𝑜𝑝𝑝
=𝛿𝑥 + 𝛾𝑥 − 𝑠𝑥

𝑟 

11.     end if 

12. end for 

13. upgrade swarm position 

14. for v=1 to QQ 

15.       𝑈𝑥
𝑟+1 = 𝑤𝑔𝑡𝑢𝑠

𝑟 + 𝐽1𝑛𝑥1(𝑃𝑏𝑒𝑠𝑡𝑥
𝑟 − 𝑆𝑥

𝑟) +

𝐽2𝑛𝑥2(𝐺𝑏𝑒𝑠𝑡𝑥
𝑟 − 𝑆𝑥

𝑟) 

16. end 

17. for v=1 to QQ 

18.      for y=1 to N 

19.           if (u(x,y) > Umax) 

20.               u(x,y) = Umax 

21.                 end 

22.            if(u(x,y)< -Umax) 

23.                 u(x,y)=-Umax 

24.            end 

25.            q=
1

1+𝑒−𝑢(𝑥,𝑦) 

26.            If (nand < q) 

27.               𝑆𝑥,𝑦
𝑟+1 = 1 

28.            else 

29.               𝑆𝑥,𝑦
𝑟+1 = 0 

30.            end 

31.       end 

32. end 

33. r=r+1 

34. Produce best results  

The equation defines the fitness function for finding 

results to attain a balance between the two objectives. 



T. Maris Murugan et al. / IJDSAI, 01(02), 41-51, 2023 

 

 
46 

    

  𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝛿∆𝐷(𝑁) + 𝛾
|𝑍|

|𝑅|
                                                    (4) 

∆𝐷(𝑁) represents the error rate of classifier, |𝑍| 
represents the subset’s size which the method chooses and 

|𝑅| represents the absolute number of features in the existing 

dataset. 𝛿 is a parameter ∈ [0,1] associating to weight of error 

rate for classification. 𝛾 = 1 − 𝛿 represents the importance 

of decrease in feature. 

The given algorithm is utilized to choose pertinent 

characteristics for categorization from a large dataset. To 

construct a protein structure, the properties that are most 

closely associated to the amino acid are chosen. This 

contributes to a higher true positive rate. 

f) CD4.5 machine learning classifier 

The classification is done using the c4.5 machine 

learning classifier after the relevant features from the huge 

dataset have been selected. The C4.5 technique is employed 

in data mining as a Decision Tree Classifier, which may be 

used to decide on the basis of a sample of data. Classification 

using CD4.5 classifier shown in Figure 4. 

 

Figure 4. Classification using CD4.5 classifier 

Ross Quinlan created the C4.5 algorithm, which is used 

to build decision trees. C4.5 extends the ID3 methodology. 

C4.5 is referred to as a statistical classifier since it generates 

decision trees that may be used to categorize data. Similar to 

ID3, C4.5 uses the concept of information entropy to build 

decision trees from a collection of training data. 

g) Information Entropy 

Information gain is the reduction in entropy produced by 

modifying a dataset, and it is commonly used in the training 

of decision trees. To measure information gain, the entropy 

of a dataset before and after a mutation is employed. 

𝐻(𝑧) = − ∑ 𝑝(𝑦𝑗)𝑝(𝑦𝑗)      𝑚
𝑥=1                                    (5) 

If a distinct classification for the resultant feature can be 

established for each of the feature values, the information 

gain is equivalent to the total entropy for that attribute. The 

relative entropies removed from the overall entropy are 0 in 

this scenario. The training dataset is a set D=d1,d2,… of 

already classified samples. Each sample displaystyle di is 

made up of a m-dimensional vector display style 

(y1,j,y2,j,….ym,j), where the yi reflect the sample's attribute 

values or features, and the class in which yj falls. C4.5 picks 

the properties of data which efficiently separates the sample 

set into subsets overloaded in one class or the other at every 

node. The normalized information gain is employed as a 

dividing criterion. The characteristic with the largest 

standardized information gain is selected for selections. The 

C4.5 method then iterate through the subdivided subsets. The 

CD4.5 decision tree is constructed as follows, using entropy 

and information gain calculations. Decision tree structure for 

CD 4.5 classifier shown in Figure 5. 

Algorithm for CD4.5 classifier 

Input: Training dataset D, features selected 

Output: Classification of protein structure 

Step:1 Examine the above-mentioned base cases. 

Step:2 Find the standardized information gain ratio from 

dividing on a for each attribute d. 

Step:3 Assume that dbest has the maximum normalized 

information gain. 

Step:4 Make a decision node that splits based on the 

value of dbest. 

Step:5 Recur on the subsets formed by separating on a 

best and append them as children to node. 

End 

The above diagram represents the decision tree structure 

for CD 4.5 classifier. A, B, C are the features. There are root 

nodes and leaf nodes in a typical decision tree. Features are 

used to represent the nodes. A subset of characteristics is 

represented by each node's decision. With a class label, the 

leaf node is also known as the tree's terminal node. As a 

selection, the feature with the largest information gain is 

picked. Every route from the root node to the leaf node in the 

decision tree creates a categorization rule. A decision tree is 

a type of recursive classification classifier. Every leaf node 

in the diagram represents a categorization judgement of 

characteristics to construct a protein structure. This reduces 

the number of false positives. 

There are a few fundamental uses for this technique. 

● All of the lists' collections belong to the same 

category. All that happens is that a leaf node telling 

the user to choose that class is added to the decision 

tree. 

● None of the characteristics yield any information. In 

this case, C4.5 builds a decision node based on the 

anticipated rate. 
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● A class instance that had never been observed 

before occurred. C4.5 builds a decision node using 

the anticipated rate. 

 

Figure 5. decision tree structure for CD 4.5 classifier 

The algorithmic description of a CD4.5 decision tree 

method to pick the attributes of amino acid sequence to 

determine the protein structure is shown in algorithm 2. To 

categorise the best and greatest gain splitting features, 

entropy value and information gain are assessed for each 

picked feature from the huge dataset. After determining the 

best features, every node denotes a feature test, and every leaf 

node denotes a class label, the amino acid sequence may be 

identified. To build a protein structure, certain amino acid 

sequence characteristics are chosen. These speeds up the 

process of identifying the protein structure. 

4. RESULTS AND DISCUSSION 

For determining the protein structure, a CSA-PSO and 

CD4.5 classifier (CP-CD) approach is tested utilising the 

JAVA language and the Weka tool. The proposed CSA-PSO 

based CD 4.5 classification (CP-CD) technique is compared 

to 4 existing models: the Logistic Regression based Iterative 

Dichotomiser 3 classification (LR-ID3) technique, the 

Hydrogen-deuterium Exchange measured by Nuclear 

Magnetic Resonance (HDX-NMR) technique, the TAndem 

PrOtein detector (TAPO) method, and the Protein secondary 

structure prediction (PSSP) technique. Five datasets (i.e., 

Protein Data Bank (PDB), ProteinNet, PROSITE, 

sidechainNet, and pfam dataset) are utilized to effectively 

identify the protein structure to illustrate the benefit of the 

proposed CP-CD approach. It contains data on 3D protein 

shapes, nucleic acids, and complex assemblies, all of which 

are used to determine the importance of proteins in terms of 

health and illness. 

The purpose of the PDB database is to classify and 

describe protein structures while also giving biological data. 

SEQRES (i.e. Residues in the Sequence) entries in the PDB 

database include the sequences of the three peptide chains A, 

B, and C. It is used in a variety of fields such as molecular 

biology, structural biology, and computational biology. 

ProteinNet is a standardised data collection for protein 

structure machine learning ProteinNet relies on the biennial 

CASP evaluations, which include making blind predictions 

of freshly resolved but publicly accessible protein structures, 

to provide test sets that push the boundaries of computational 

methods.  

PROSITE was the world's first secondary database. 

Most protein families have certain highly conserved motifs 

that may be decoded to determine diverse biological 

activities. When a new sequence is found, we may quickly 

determine the protein family by utilising a database tool like 

this. PROSITE is essential in this regard. A regular 

expression is used to encode motifs in PROSITE (called 

patterns).  

Sidechain Net is an extension of ProteinNet1 dataset for 

protein structure prediction. In particular, Sidechain Net 

replaces the protein backbone with measurements for protein 

angles and coordinates that characterize the whole, all-atom 

protein structure (backbone and sidechain, excluding 

hydrogens).  

The Pfam database's major goal is to give a precise and 

detailed identification of protein sequences. The goal of 

building the database is to increase genome annotation 

efficiency.  

The true positive rate, protein structure identification 

accuracy, false positive rate, and protein structure 
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identification time, recall, precision, and F-measure are 

measure against existing approaches to calculate the 

performance of CP-CD technology. 

a) True Positive rate 

It is expressed as a percentage of the amount of correctly 

picked features when measure against the total number of 

characteristics in the big data for protein structure 

identification (%). 

                𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒(𝑇𝑃𝑅) =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
× 100                           (6) 

The procedure is believed to be more efficient if the true 

positive rate is much higher. Table 2 shows the experimental 

findings for true positive rate based on the number of 

characteristics. 

Table 2. Comparison of true positive rate 

Dataset True Positive Rate 

PSSP HDX-

NMR 

TAPO LR-

ID3C 

CP-

CD 

PDB 72 78 80 85 90 

ProteinN

et 

77 80 83 86 92 

PROSIT

E 

82 84 87 88 93 

Sidechai

nNet 

84 85 88 92 94 

pfam 85 88 92 94 97 

 

 

Figure 6. Comparison of true positive rate of CP-CD 

technique with other existing methods 

Figure 6 represents that the suggested CP-CD 

methodology achieves a true positive rate of 97 percent for 

500 protein characteristics, whereas current techniques such 

as LR-ID3C, TAPO, HDX-NMR and PSSP provide true 

positive rates of 94 percent, 92 percent, 88 percent, and 85 

percent, respectively, as shown in Table 2. 

b) Protein structure identification accuracy 

The relation of number of features with least entropy and 

highest information gain employed to create the decision tree 

to the number of features in the database is described as 

protein structure identification accuracy in the CP-CD 

approach. The formula for determining the accuracy of 

protein structure identification is as follows: 

  𝑃𝑆𝐼𝐴 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠−𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑔𝑎𝑖𝑛

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
×

100                                                                                        (7) 

Where PSIA represents the Protein Structure 

Identification Accuracy. 

Table 3. Comparison of protein structure identification 

accuracy 

PSIA 

Dataset PD

B 

protei

nNet 

PROS

ITE 

Sidech

ainNet 

pfam 

PSSP 83 84 86 88 90 

HDX-

NMR 

88 89 90 92 93 

TAPO 92 93 94 94 95 

LR-ID3C 93 95 96 97 98 

CP-CD 95 96 97 98 99 

 

 

Figure 7. Comparison of PSIA for CP-CD method with 

existing techniques 

Figure 7 shows the results of five protein datasets' 

protein structure identification accuracy. Table 3 shows that 

the proposed CP-CD technique produces higher protein 

structure identification accuracy results of 99% for 500 

number of features (PDB), whereas existing methods such as 

LR-ID3C, TAPO, HDX-NMR, and PSSP produce protein 

structure identification accuracy results of 98 percent, 95 

percent, 93 percent, and 90 percent, respectively. 

c) False Positive Rate: 

Table 4. Comparison of False positive rate 

False Positive Rate 

Datase

ts 

PDB Prote

inNet 

PRO

SITE 

Sidech

ainNet 

pfam 

PSSP 24 22 20 19 15 

HDX-

NMR 

23 20 19 17 13 

TAPO 22 19 18 16 12 

LR-

ID3C 

18 16 15 14 11 

CP-CD 14 13 11 10 9 
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By dividing the number of features by the improperly 

detected features, one may calculate the false positive rate. It 

has a percentage (%) as its expression. 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =
𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑 𝑓𝑒𝑎𝑢𝑟𝑒𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
×

100                                                                                     (8) 

 

Figure 8. Comparison of False positive rate for CP-CD 

technique with other existing techniques 

The false positive rate of the proposed CP-CD 

methodology and four existing techniques were compared in 

Figure 8. The suggested CP-CD methodology achieves a 

minimal false positive rate of 9% for 500 samples (PDB) as 

shown in the figure, but other techniques such as LR-ID3C, 

TAPO, HDX-NMR, and PSSP create false positive rates of 

11%, 12 percent, 13 percent, and 15percent, respectively, as 

shown in Table 4. 

d)  Protein structure Identification Time 

The time it takes to find a protein structure with the most 

information gain characteristics from a dataset is called 

protein structure identification time. The following is how 

time is calculated: 

  𝑃𝑟𝑜𝑡𝑒𝑖𝑛 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑇𝑖𝑚𝑒 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 × 𝑡𝑖𝑚𝑒                                         (9) 

Figure 9 shows the time it took five algorithms to 

identify protein structures on five protein datasets with 

varying numbers of characteristics.  

Table 5. Comparison of protein structure identification time 

Protein structure identification time 

Datas

ets 

PDB Protei

nNet 

PROS

ITE 

Sidecha

inNet 

pfam 

PSSP 25 27 29 31 33 

HDX-

NMR 

23 24 26 28 29 

TAPO 20 21 23 26 28 

LR-

ID3C 

16 18 20 24 26 

CP-

CD 

11 12 14 16 20 

The proposed CP-CD technique produces a least protein 

structure identification time of 11 ms for 500 features (PDB) 

as shown in the figure, whereas other existing methods such 

as LR-ID3C, TAPO, HDX-NMR, and PSSP produce protein 

structure identification times of 16 ms, 20 ms, 23 ms, and 25 

ms as shown in Table 5. 

 

Figure 9. Comparison of Protein structure identification 

time for CP-CD technique with other existing methods 

e) Precision 

Divide the true positive rate by the total of the 

collection's true positive and false positive rates to get the 

precision. The exact mathematical formula is as follows: 

   𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑝) =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
                   (10) 

Table 6. Comparison of precision 

Precision 

Datase

ts 

PDB Protei

nNet 

PROS

ITE 

Sidechai

nNet 

pfam 

PSSP 87 86 82 79 76 

HDX-

NMR 

88 87 85 84 78 

TAPO 89 87 84 83 80 

LR-

ID3C 

92 90 89 85 87 

CP-

CD 

94 91 90 89 90 

 

Figure 10. Comparison of Precision for CP-CD method 

with other existing methods 

Figure 10 displays the accuracy findings of five different 

approaches. The proposed CP-CD method acquires higher 

precision results of 90% for 500 features (amino acid 

sequence from PDB), whereas other methods such as LR-

ID3C, TAPO, HDX-NMR, and PSSP provide precision 
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results of 87 percent, 80 percent, 78 percent, and 76 percent, 

respectively, as shown in Table 6. 

f) Recall 

The rate of number of relevant characteristics to the the 

absolute number of features that really correspond to the 

relevant features is how recall is calculated. The recall value 

is calculated in the following way: 

𝑅𝑒𝑐𝑎𝑙𝑙(𝑅) =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
                     (11) 

Table 7. Comparison of Recall 

Recall 

Datasets PDB Protei

nNet 

PRO

SITE 

Sidechain 

Net 

pfam 

PSSP 78 79 83 84 86 

HDX-

NMR 

79 82 84 85 87 

TAPO 82 83 84 86 89 

LR-ID3C 84 85 86 89 90 

CP-CD 85 86 87 90 92 

 

 

Figure 11. Comparison of Recall for CP-CD method with 

other existing methods 

According to the Figure 11, the CP-CD method acquires 

larger recall results of 92 percent for 500 number of features 

of amino acid sequence from the PDB, whereas other 

methods such as LR-ID3C, TAPO, HDX-NMR, and PSSP 

produce recall results of 90 percent, 89 percent, 87 percent, 

and 86 percent values, which are mentioned in Table 7. 

g) F-measure 

The F-measure is a single positive class test measure. It's 

the weighted mean of a test's precision and recall. It is written 

down as follows: 

         𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
𝑃×𝑅

𝑃+𝑅
                                                     (12) 

Figure 12 shows that the proposed CP-CD method 

achieves higher F-measure results of 92 percent for 500 

features (PDB), whereas other existing methods such as LR-

ID3C, TAPO, HDX-NMR, and PSSP produce F-measure 

results of 90 percent, 88 percent, 87 percent, and 86 percent, 

respectively, as shown in Table 8. 

 

Table 8.  comparison of F-measure 

F-measure 

Datasets PDB Protein 

Net 

PROS

ITE 

Sidech

ainNet 

pfam 

PSSP 76 78 79 83 86 

HDX-

NMR 

78 82 84 85 87 

TAPO 79 83 85 87 88 

LR-ID3C 82 84 86 89 90 

CP-CD 85 87 88 90 92 

 

 

Figure 12. Comparison of F-measure for CP-CD method 

with other existing methods 

5. CONCLUSION 

In biotechnology, determining the function of proteins is 

a critical step. Because of the time necessary to execute the 

categorization tasks, the excessive characteristics render 

computer systems unproductive. As a result, determining 

protein structure based on amino acid sequence requires 

careful attention. Therefore, a method called CSA-PSO 

based CD4.5 Classification technique is used. Here, the 

samples of the patients are collected and tested through an 

IOT enabled microsope and the details will be stored in the 

big data cloud.Then it have two steps: Initially, feature 

selection will takes place through a hybrid crow search 

algorithm and particle swarm optimization algorithm(CSA-

PSO). It aids in increasing the chances of specific outcomes. 

This aids in improving the true positive rate in a short amount 

of time. Later, classification is done by using CD4.5 

classifier, which is an extension of ID3 classifier. For making 

a choice to identify the structure, characteristics with the least 

entropy are picked. This improves the accuracy of protein 

structure recognition and lowers the percentage of false 

positives. Different protein datasets are used to evaluate the 

CP-CD approach in the experiment. When compared to the 

other protein dataset samples, PDB datasets provide better 

performance results. When comparing to other techniques, 

the suggested CP-CD methodology considerably enhances 

true positive rate, protein structure identification accuracy, 

precision, recall, F-measure with minimal protein structure 

identification time, and false positive rate. Further studies 

will be taken to use the offered approaches to deal with issues 

in protein structure identification and a high-dimensional 

perspective of structure in the future. 
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