
International Journal of Data Science and Artificial Intelligence (IJDSAI)                              
Volume 3, Issue 5, September – October (2025)  

  
 

 

ISSN: 2584-1041                                        ©KITS PRESS Publications    

    

RESEARCH ARTICLE  

MOUNTAIN GAZELLE OPTIMIZED DEEP 

LEARNING MODEL FOR INTRUSION 

DETECTION AND MITIGATION IN CLOUD  
P. William 1, *, and Abdulatif Alabdultif 2 

1 School of Engineering and Technology, Sanjivani University, Kopargaon, Maharashtra, India. 
2 Department of Computer Science, College of Computer, Qassim University, Buraydah 52571, Saudi Arabia. 

3Dept. of Electrical and Electronic Engineering, University, City, Country. 

*Corresponding e-mail:  william160891@gmail.com 

 

 

Abstract – Cloud Computing is a rapidly expanding technology 

that provides a range of online services, such as software, 

computing resources, and databases. However, its shared, 

distributed, and virtualized nature also makes it highly 

vulnerable to security threats, including data breaches, 

unauthorized access, and various types of cyberattacks that can 

compromise service availability and data integrity. To 

overcome these issues, a novel MOUNTain gazelle optimized 

Deep Learning framework (MOUNT-DL) has been proposed 

for effective intrusion detection and mitigation. The proposed 

model integrates variational autoencoder-based feature 

extraction, Mountain Gazelle Optimization (MGO)-based 

feature selection, and a Temporal Convolutional Network-

based Bidirectional Gated Recurrent Unit (TCN-BiGRU) 

network for classifying the intrusions accurately. The model 

classifies four attack types and benign traffic using the CICIDS 

2017 dataset. The efficacy of the MOUNT-DL approach is 

assessed utilizing f1-score, precision, accuracy, and recall. 

Experimental findings demonstrate that the MOUNT-DL 

approach achieves an accuracy of 98.02% compared to existing 

methods such as CNN, Deep-IDS, and EOS-IDS. 

Keywords – Cloud Computing, Mitigation, Mountain Gazelle 

Optimization, Intrusion Detection, Deep Learning. 

1. INTRODUCTION 

Cloud computing has become a leading model in modern 

computing, offering scalable, on-demand resources and 

services over the internet. It allows organizations to reduce 

infrastructure costs, enhance accessibility, and dynamically 

allocate resources as per workload demands [1-3]. With the 

rapid adoption of cloud-based systems across domains such 

as healthcare, finance, and IoT, the security and integrity of 

cloud environments have become paramount. Despite its 

benefits, the shared and distributed nature of cloud 

infrastructure makes it highly susceptible to various forms of 

cyber threats and vulnerabilities [4]. 

Intrusion attacks in cloud environments, including Man-

In-The-Middle (MITM), Probe, Denial-of-Service (DoS), 

and User-to-Root (U2R), pose significant threats to data 

confidentiality, availability, and integrity. Attackers often 

exploit vulnerabilities in virtual machines, APIs, or resource-

sharing layers to breach cloud systems [5]. Traditional 

perimeter-based security mechanisms are insufficient in 

detecting sophisticated, multi-stage, or zero-day attacks in 

dynamic cloud settings [6,7]. Furthermore, the complexity of 

cloud traffic patterns and the high volume of data make 

manual monitoring impractical, necessitating intelligent and 

automated intrusion detection systems (IDS) [8,9]. 

Numerous IDS approaches have been proposed 

employing deep learning and machine learning techniques, 

including Long Short-Term Memory (LSTM), 

Convolutional Neural Networks (CNN), Support Vector 

Machines (SVM), and autoencoder-based models [10,11]. 

While these models have demonstrated notable success, they 

often suffer from challenges such as overfitting, high 

computational cost, poor adaptability to imbalanced datasets, 

and insufficient feature optimization [12-14]. Moreover, 

many existing systems lack interpretability, delay response 

time, or fail to generalize to evolving attack vectors [15]. To 

overcome these issues, a novel MOUNT-DL approach has 

been proposed for effective intrusion detection and 

mitigation. The primary contributions of the proposed work 

are as follows, 

• The key goal of this work is to develop an 

effective approach for intrusion detection in the 

cloud with high accuracy and to improve the 

security level. 

• A variational autoencoder is utilized to extract 

essential statistical patterns from network 

traffic, which improves anomaly detection rate 

and enhances the DL approach's ability to detect 

malicious activities with greater precision. 

• The proposed technique uses the MGO 

technique to select ideal features, reducing 

dataset dimensionality while keeping crucial 

data. This technique improves the efficacy of the 
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intrusion detection model by concentrating on 

the most important features.  

• The proposed TCN-BiGRU method is utilized 

for precise classification of Attack and Non-

Attack categories, also increasing classification 

performance with low computing complexity. 

• The efficacy of the proposed approach is 

assessed utilizing variables, namely accuracy, 

computational overhead, security rate, PR, RC, 

and F1 score. 

The remaining portions of this work are as follows. The 

related work is detailed in Section II. In Section III, the 

MOUNT-DL model is described, and Section IV presents the 

experimental results. Finally, Section V concludes the study. 

  

2. LITERATURE SURVEY 

In 2022, Mayuranathan, M., et al., [14] proposed a 

highly efficient security solution for detecting intrusions 

(EOS-IDS) within a cloud computing setting by utilizing a 

combined deep learning approach. To demonstrate its 

effectiveness, the suggested EOS-IDS method is tested with 

two standard datasets, DARPA IDS and CSE-CIC-IDS2018, 

and the results are contrasted with various current IDS 

methods. 

In 2023, Yang, R., et al. [15] presented an intelligent ID 

approach based on cloud-edge collaboration.   Experiments 

showed that the method reduced training time, memory 

needs, and storage for the model training procedure by more 

than 50%.  Meanwhile, the detection accuracy was 

comparable to centrally trained approaches. The algorithm 

trained on cloud-edge collaboration can detect threats that 

local edge devices are not aware of. 

In 2023, Salvakkam, D.B., et al. [16] recommended an 

Ensemble Intrusion Detection Model for Cloud Computing 

Utilizing DL (EICDL) to identify threats with greater 

accuracy. The EICDL model's performance is compared to 

that of modern ML approaches and current IDS, and the 

simulation results show that the EICDL ensemble method 

enhances identification and has a recall rate of 92.14% for 

identifying potential intrusions or assaults. The suggested 

EICDL ensemble approach greatly enhances the precision 

and efficiency of threat detection. 

In 2024, Racherla, S., et al., [17] presented Deep-IDS, a 

novel and simple-to-deploy IDS based on DL.   It was trained 

employing the CIC-IDS2017 dataset and utilizes a LSTM 

approach with 64 LSTM units.   Deep-IDS has 97.67%, 

98.17%, and 97.91% precision, recall, and F1 scores, 

respectively.   Deep-IDS blocks malicious traffic by 

detecting and neutralizing intrusion attempts in an average of 

1.49 seconds. 

In 2024, Samriya, J.K., et al., [18] suggested a Network 

IDS (NIDS) that uses two ML models, namely eXtreme 

Gradient Boosting (XGBoost) and SVM approaches. The 

UNR-IDD and NSL-KDD datasets are employed to calculate 

the performance of the developed approach. The 

experiment's outcomes indicate that it outperforms baselines 

and has the potential to be applied to contemporary NIDS. 

In 2024, Jayasankar, T., et al., [19] presented a dynamic 

search fireworks optimization-combined feature selection 

with optimum deep recurrent neural network (DFWAFS-

ODRNN) approach for attack detection in an IoT 

environment.  The two steps of the DFWAFS-ODRNN 

approach are intrusion categorization and feature selection. 

The accuracy of the DFWAFS-ODRNN approach intrusion 

detection is 96.11%. 

In 2024, Aljuaid, W.A.H., and Alshamrani, S.S. [20] 

suggested a DL framework to effectively identify 

cyberattacks in the cloud environment by utilizing a 

sophisticated convolutional neural network (CNN)-based 

model. The suggested model has proven to be quite 

successful in defending cloud networks against a range of 

possible threats, according to experiments.  The CNN 

approach has demonstrated its capacity to identify and 

categorize network attacks with over 98.67% accuracy, 

recall, and precision. 

3. PROPOSED METHODOLOGY 

In this part, a novel MOUNT-DL technique has been 

proposed. Initially, the dataset will be pre-processed and 

feature extracted using a Variational autoencoder. After 

feature extraction, the features are selected using the MGO. 

After feature selection, the attacks are classified into 5 

classes, namely MITM, Probe, DoS U2R, and normal, by 

using the TCN-BiGRU model. Figure 1 demonstrates the 

overall block diagram of the proposed approach. 

3.1 Data Preprocessing 

Preprocessing refers to the operations performed on 

unprocessed data before training a DL approach. The model's 

accuracy and efficiency can only be improved by altering and 

preparing the data to suit the learning process.  The 

preprocessing phase usually includes the tasks listed below: 

3.1.1 Data Cleaning 

The initial phase in the preprocessing process is cleaning 

the data, which often involves removing rows that have 

invalid or absent information, eliminating columns with a 

single value (for example, columns where every entry is 

zero), and discarding features that are already understood to 

be unrelated to the classification task. 

3.1.2 Data Normalization 

The suggested cyber threat detection model utilizes z-

score normalization for normalizing the dataset features. It 

converts the data, and every feature has a mean (0) and a 

standard deviation (1). It is expressed as: 

𝑛 =
𝑦−𝜇

𝜎
                (1) 

where, 𝑛, 𝑦, 𝜇 and 𝜎 are the normalized feature, original 

feature, mean, and standard deviation.  
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Figure 1. Workflow of the proposed Methodology 

3.2 Feature Extraction via Variational Autoencoder (VAE) 

Feature extraction is performed using the VAE model to 

identify key features relevant to intrusion classification. The 

encoded information is saved in the latent space, and it allows 

the VAE to capture the important features. Another neural 

network called the decoder attempts to reconstruct the 

original input from a point sampled from the latent space. 

The latent representation is mapped back into the data space 

using the decoder. Then, the reconstruction error is 

measured, and the overfitting is avoided by the 

regularization. As given in Figure 2, VAE has two elements, 

like an encoder 𝑞𝜑(𝑥|𝑦) which serves as an approximate 

side, and the decoder 𝑝𝜑(𝑥|𝑦) which serves as a data 

likelihood 𝑦with respect to the latent parameter𝑥. In this 

process, the encoding function as a variation inference model 

and it maps the inputs to the approximate side with respect to 

the 𝑥. Then, the decoding is considered as a generative model 

and maps latent variables 𝑥back to distribution. For 

achieving this, it is considered that inputs are tested from a 

latent variable’s Gaussian distribution. During the process of 

training, the model is optimized by minimizing two losses, 

like reconstruction loss𝐿 and Kullback–Leibler divergence 

𝐸𝐾𝐿 .  

The fitness term for the VAE is derived from Equation 

(2), and it is the variation lower bound of the margin data 

likelihood. This margin data likelihood is the total with 

respect to the margin own data point likelihood(𝑦(𝑗)) is give 

as 𝑙𝑜𝑔 𝑝𝜑 (𝑦) = ∑ 𝑙𝑜𝑔 𝑝𝜑 (𝑦
(𝑗))𝑚

𝑗=1 .Then, this term is again 

written for (𝑦(𝑗)) as: 

𝑙𝑜𝑔 𝑝𝜑 (𝑦
(𝑗)) = 𝐸𝐾𝐿(𝑞𝜑(𝑥|𝑦

(𝑗))||𝑝𝜑(𝑥|𝑦
(𝑗))) +

𝐿(𝜃, 𝜙; 𝑦(𝑗))                                                                             (2) 

Since the 𝐸𝐾𝐿is always non-negative, and by using 

Bayes' process, the variation lower limit  𝑙𝑜𝑔 𝑝𝜑 (𝑦
(𝑗)) is 

given as: 

−𝐸𝐾𝐿(𝑞𝜑(𝑥|𝑦
(𝑗))||𝑝𝜑(𝑥|𝑦

(𝑗))) +

𝐷𝑞𝜑(𝑥|𝑦(𝑗)[𝑙𝑜𝑔 𝑝𝜑 (𝑦
(𝑗)|𝑥)                                                       (3) 

The standard normal distribution is presented for 

indicating the latent variables 𝑥 and it is given as: 

𝑥 = 𝛼 + 𝛽𝜀        (4) 

where, 𝛼, 𝛽is the mean, standard deviation and 𝜀is 

random parameter. The extracted features are utilized as 

input for the feature selection approach. 

3.3 Feature Selection via Mountain Gazelle Optimization 

The MGO technique is applied for feature selection. 

This algorithm mimics the social and migratory performance 

of gazelles, focusing on selecting the utmost related features 

for intrusion detection. By iteratively optimizing the feature 
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set, this technique enhances the efficiency and accuracy of 

the classification process. 

The MGO algorithm takes inspiration from the social 

interactions and lifestyle patterns of mountain gazelles. It 

makes use of a mathematical model based on the core ideas 

of gazelle social dynamics. Four key elements that are 

observed in the lives of mountain gazelles are incorporated 

into the MGO algorithm: migration to seek food (MSF), 

bachelor male herd (BMH), Territorial Solitary Male (TSM), 

and Maternity Herds (MH). Every gazelle in the MGO 

algorithm during optimization is a member of one of three 

herds: solitary territorial males, bachelor male herds, or 

maternity herds. The adult male gazelle living inside a herd's 

area is the global best answer in MGO.  

MGO uses processes that have been theoretically stated 

and described to carry out optimization activities. These 

processes allow for the simultaneous investigation and 

exploitation of possibilities, enabling solutions to explore 

different choices and get closer to the greatest potential 

results. In conclusion, the MGO algorithm creates a workable 

optimization strategy by drawing on the social behaviour and 

life cycles of mountain gazelles. The MGO algorithm 

effectively balances exploration and exploitation by 

considering the unique characteristics of various herds, 

leading to improved optimization outcomes.  

A) Territory Solitary Males (TSM) 

As male gazelles meet adulthood, they can defend 

themselves and create separate, isolated areas that are 

separated from one another. Male adults fight for dominance 

over female territory. While juvenile males attempt to seize 

control of these regions or the females themselves, mature 

men work to shield their territory. The territory of an adult 

male is shown below. 

𝑇𝑆𝑀 =  malegazelle  −  | ∝1 ·  BH − ∝2·  N(v)  ·  G |  · cofs   

                                                                                            (5) 

BH =  Nsm  ·  ⌊s1⌋  + Ups  ·  ⌈s2⌉, sm =  {⌈N/3⌉. . . N }      (6) 

G =  T1(D) ·  exp (2 − it (
2

Maxit
))                            (7) 

Cofs =

{
  
 

  
 

((m + 1) + s3
  

(m × T2(D))
  

(s4(D))
  

(T3(D) × T4(D)
2 × cos(2s4)T3(D)

      (8) 

m = −1 + it ×
−1

Maxit
               (9) 

The symbol  malegazelle indicates the position vector. 

The gazelle's preliminary position is shown by N(v). 
Arbitrary numbers having values are denoted by ∝1  and ∝2. 

BH stands for the young male herd's coefficient vector. Cofs 
is an additional randomly generated coefficient vector that is 

modified at the end of each iteration to improve the search 

region's efficiency. Ups represents the average number of 

populations, rounded to the nearest integer, chosen 

randomly from T. Nsm presents a young man within the 

range of sm. T represent the total number of gazelles, while 

the values s1, s2, s3, and s4 are arbitrary numbers between 0 

and 1. While T2, T3, and T4 represent arbitrary integers within 

the usual range and problem dimensions, T1 is a random 

number taken from a standard distribution.  

B) Maternity herds (MH) 

Maternity herds are essential to the survival of mountain 

gazelles because they guarantee the birth of healthy male 

progeny.  Male gazelles help with both childbirth and the 

assistance of other males attempting to mate with the female. 

The following behavior is described: 

MH =  (BH +  Cof1,s)  + (∝3 ·  malegazelle  − ∝4 ·

 Nrand)  ·  Cof2,s                                                                  (10) 

The variables  ∝3 and ∝4  here represent random 

numbers 1 or 2. One gazelle is randomly selected, and Nrand 

is the position vector of that gazelle. Random selection is 

used to create the coefficient vectors Cof1,s and Cof2,s.  

C) Bachelor male herd (BMH) 

Male gazelles frequently mark their territories as they 

become older to show that they are superior to females. Then, 

in a competition for dominance over females, young male 

gazelles engage in violent altercations with adult males. 

Numerical expressions for this behaviour are as follows: 

𝐵𝑀𝐻 =  (𝑁(𝑣)  −  𝐷)  +  (∝5 ·  𝑚𝑎𝑙𝑒𝑔𝑎𝑧𝑒𝑙𝑙𝑒  − ∝6  ·

 𝐵𝑀𝐻) ·  𝐶𝑜𝑓𝑟                                                                   (11) 

𝐷 =  (|𝑁(𝑣)|  + |𝑚𝑎𝑙𝑒𝑔𝑎𝑧𝑒𝑙𝑙𝑒|)  ×  (2 ×  𝑠6  −  1) (12) 

Here, the gazelle in the current iteration is denoted by 

N(v). ∝5 and ∝6 are randomly selected numbers, each 

between 1 and 2. s6 is a number from 0 to 1. 

D) Migration in search of food (MSF) 

Mountain gazelles explore their favourite verdant 

meadows by wandering. Equation (13) represents this 

random movement. 

 MSF =  Y +  (K −  Y)  ×  s7                                     (13) 

Here, K and Y represent the upper and lower bounds. 

s7 indicates a random number between 0 and 1. The selected 

subset after convergence is passed to the TCN-BiGRU 

classifier for final intrusion detection. 

3.4 Classification via TCN-BiGRU 

The selected features from the MGO are fed into the 

TCN-BiGRU approach, which introduces a new combination 

of BiGRU and TCN to enhance the prediction of attacks in 

the cloud, categorizing the data as either Attack or Normal, 

and thereby improving the overall accuracy of detection in 

cloud environments.  

Temporal Convolutional Network (TCN) 

The input to the TCN layer is the extracted features. 

These features are typically converted into dense vectors 

using word embeddings. The three primary components of a 

TCN, a unique 1-D full CNN, are the residual block, the 
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dilated convolution, and the causal convolution. The value at 

time t in the higher layer is solely based on the values at t and 

earlier in the lower layer to causal convolution. The standard 

1-D casual convolutional layer for a 1-D input ℎ ∈ ℝ𝑆 and a 

filter 𝑐: {0, … , 𝑘 − 1} → ℝ is defined as follows (14) and 

(15): 

𝐶(ℎ𝑠) = (ℎ ∗ 𝑐)(𝑠) = ∑ 𝑐𝑥ℎ𝑠−𝑥
𝑘−1
𝑥=0                             (16) 

𝑜𝑠̃ = (𝐶(ℎ1), 𝐶(ℎ2), … , 𝐶(ℎ𝑆))                                        (17) 

where C (·) is a convolutional operation, k is the 

convolutional kernel size, and 𝑜𝑠 is an output sequence. The 

TCN uses a hyperparameter to skip a portion of the input, 

allowing the filter to act on a range that is longer than the 

filter's length. In particular, when infused with the causal 

convolution, the 𝑖𝑡ℎ layer DC can be written as (18). 

𝐶(ℎ𝑠) = (ℎ ∗ 𝑔𝑖𝑐)(𝑠) = ∑ 𝑐𝑥ℎ𝑠−𝑔𝑖𝑥
𝑘−1
𝑥=0                        (18) 

𝑜𝑠̃ = (𝐶(ℎ1), 𝐶(ℎ2), … , 𝐶(ℎ𝑆))  (19) 

where 𝑔𝑖 which can be adjusted to 2𝑖−1 is the 𝑖𝑡ℎ layer’s 

dilation factor. The past direction is indicated by 𝑠 − 𝑔𝑖𝑥. A 

TCN layer is represented by equation (19), and TCN is 

created by stacking several TCN layers. 

BiGRU Layer 

The output feature map from the TCN layer becomes the 

input to the BiGRU layer. The BiGRU receives a sequence 

of features, retaining the temporal order, but now enriched 

with local context from the TCN. The BiGRU takes the 

special feature vectors like edges, shapes, and textures are 

produced by TCN as its input. GRU neural systems are a 

subset of RNNs. To overcome the issue that typical RNNs 

rewrite their memory in unit steps and suffer from gradient 

dispersion, use RNN. GRU is a simple LSTM that can be 

simply determined while preserving the effectiveness of 

LSTM neural networks. Formulas 20, 21, 22, and 23 are used 

to compute ℎ𝑠. 

𝑖𝑠 = φ(𝐺q𝑦𝑠 + 𝑉qℎs−1 + 𝑛q)                                        (20) 

a𝑠 = φ(𝐺a𝑦𝑠 + 𝑉aℎs−1 + 𝑛a)      (21) 

ℎ̃𝑠 = tanh (𝐺fy𝑠 + 𝑉ℎ(ℎs−1⊗ 𝑖𝑠) + 𝑛𝑠)  (22) 

ℎ𝑠 = (1 − a𝑠) ⊗ ℎs−1 + a𝑠⊗ ℎ̃𝑠                                 (23) 

Here, 𝑦𝑠 denotes the input vector, and ℎ𝑠 provides the 

output vector of the GRU. At time 𝑠, the input vector y𝑠 and 

the hidden state ℎs−1 are fed as inputs to the GRU network, 

which generates the output ℎ𝑠. The Sigmoid function is 

represented by the symbol 𝜑 to aid GRU neural networks in 

remembering or storing information. The reset and update 

gates are 𝑖𝑠 and a𝑠, respectively, and the elementwise 

production is ⊗. Furthermore, the candidate's assumed state 

at the time 𝑠 is represented by ℎ̃𝑠. The forward and backward 

hidden layers make up the BiGRU structure. Two symmetric 

hidden-layer state vectors are created by feeding each data 

pattern into both the forward and reverse GRU networks. 

After a symmetrical merger, an overall coded representation 

of the input text can be obtained using both of those state 

vectors, as shown in equation (24): 

𝐻𝑠 = [𝐻𝑠⃗⃗ ⃗⃗ ⊕ 𝐻𝑠⃖⃗ ⃗⃗⃗]                                                             (24) 

The data from the network module is then fed into the 

dense layer and the softmax activation, which classifies the 

attack into attacks and normal. By enhancing the 

framework's ability to identify long-term dependencies in the 

input sequence, the proposed TCN-BiGRU technique raises 

the security level and enhances classification efficiency in 

identifying attacks. 

3.5 Attack mitigation  

The proposed cloud intrusion detection and mitigation 

system integrates an intelligent mitigation mechanism that 

activates immediately after an intrusion is detected by the 

TCN-BiGRU classifier. Utilizing an event-condition-action 

(ECA) strategy, the system communicates with the Software-

Defined Networking (SDN) controller to dynamically 

enforce countermeasures such as dropping malicious packets 

or blocking suspicious IPs. To ensure the continuity of 

legitimate cloud operations, a dynamic safe list of verified IP 

addresses and ports is maintained, preventing false positives 

from affecting normal traffic. This safe list is periodically 

updated through an automated scanning mechanism that 

adapts to changing cloud behaviour. By combining deep 

learning-based detection with SDN-driven mitigation, the 

framework ensures real-time, accurate, and adaptive 

protection for cloud environments. 

4. RESULT AND DISCUSSION 

This section analyzes the experimental findings of the 

proposed approach. The PC requirements for this simulation 

are 12 GB of RAM, an Intel Core i9-9820X 3.30 GHz CPU, 

and Ubuntu 20.04.1 LTS. Jupyter Notebook Anaconda was 

used to generate Python scripts. The proposed approach's 

efficacy is compared to existing methodologies in terms of 

f1score, recall, accuracy, and precision 

4.1 Dataset Description 

CIC IDS 2017 Dataset: Among the available IDS 

datasets, we selected the CIC IDS 2017 dataset, which 

includes contemporary DoS attacks and benign network 

flows to mimic real-world scenarios. The experimental setup 

involved physical machines and tools like curl for generating 

normal traffic, using a realistic network topology with 

protocols such as HTTP, HTTPS, SSH, FTP, SMTP, IMAP, 

and POP3. We used Friday’s data, which includes DoS 

attacks and benign traffic. The dataset, in labeled .csv format, 

spans several GBs with 85 features, making it ideal for 

evaluating feature selection on five machine learning 

classifiers. 

4.2 Comparison Analysis 

This section's simulation results assess how well the 

proposed method identifies and classifies intrusions.  The 

proposed framework is contrasted with the current EOS-IDS, 

Deep-IDS, and CNN approaches. The approach is evaluated 

using f1score, FAR, accuracy, recall, and precision. 
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Figure 2. Accuracy and Loss curve of the CIC IDS 2017 dataset 

The suggested approach attained an accuracy of 98.02% 

on the CIC IDS 2017 dataset.  Figures 2(a) and 2(b) exhibit 

the classification of training and testing using accuracy and 

loss plots of the suggested approaches. These charts 

demonstrate the proposed approach’s effectiveness at 

identifying attacks.  Furthermore, low loss values suggest 

successful learning with less overfitting during the training 

period. 

 

Figure 3. Confusion matrix for CICIDS2017  

Figure 3 demonstrates the classification confusion 

matrix of the proposed model across the CICIDS2017 

datasets. From this confusion matrix, the MOUNT-DL 

approach has a lower error rate with high classification 

accuracy in detecting intrusions. According to the results, the 

proposed approach on the CICIDS2017 Dataset accurately 

classifies 98.48% for MITM, 99.07% for Probe, 98.22% for 

DoS, 98.53% for U2R, and 98.77% for Normal class. 

 

Figure 4. Performance Comparison for the proposed 

method  

The performance evaluation of the suggested and current 

EOS-IDS, Deep-IDS, and CNN techniques across the 

CICIDS2017 datasets regarding precision, f1score, recall, 

and accuracy is demonstrated in Figure 4. On the 

CICIDS2017 datasets, the proposed framework performs 

better than the other methods, with an accuracy of 98.02%.  

These findings indicate that the MOUNT-DL approach 

outperforms earlier methods in every metric that was 

assessed. 

 

Figure 5. FAR Comparison of the proposed method  

Figures 5 compare the FAR of the MOUNT-DL 

approach with existing EOS-IDS, Deep-IDS, and CNN 

approaches across the datasets CICIDS2017. The suggested 

method performs better at reducing false alarms than the 

current EOS-IDS, Deep-IDS, and CNN models. The 

proposed approach attains a lower FAR on CICIDS2017 

datasets. 

 

Figure 6. Security Level Comparison  
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The security performance comparison between the 

suggested technique and current approaches is shown in 

Figure 6. By utilizing the TCN-BiGRU model, the suggested 

framework attains the highest level of security. the proposed 

method reached 97%, whereas CNN, Deep-IDS, and EOS-

IDS scored 88%, 86%, and 82% respectively, proving its 

robustness in handling cloud-based threats. 

 

Figure 7. Computational Overhead Comparison  

Figure 7 illustrates the computational overhead over 

time comparison for the proposed and existing CNN, Deep-

IDS, and EOS-IDS approaches. The computational overhead 

of the proposed approach was minimal at 0.15, 

outperforming CNN (0.22), Deep-IDS (0.25), and EOS-IDS 

(0.30), making it efficient for cloud environments. 

 

5. CONCLUSION 

In this research, a new MOUNT-DL approach has been 

developed for intrusion detection and mitigation in cloud 

computing environments. The integration of a Variational 

Autoencoder for feature extraction, MGO for optimal feature 

selection, and the hybrid TCN-BiGRU model for accurate 

classification significantly enhances the overall detection 

performance. The MOUNT-DL system achieves a high 

accuracy of 98.02% and effectively classifies multiple 

intrusion types with minimal false alarms. The incorporation 

of SDN with an ECA-based mitigation mechanism further 

strengthens the real-time defensive capability of the model, 

ensuring secure cloud operations. Comparative analysis 

confirms that the MOUNT-DL method outperforms existing 

approaches in terms of accuracy, security level, false alarm 

reduction, and computational efficiency, making it highly 

suitable for practical deployment in modern cloud 

infrastructures. In the future, this work can be improved by 

incorporating federated learning to enhance collaborative 

intrusion detection across multi-cloud environments. 
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