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Abstract — Android malware recognition is the process of
detecting and preventing malicious software that is created with
Android OS in mental state. (OS), which are widely used in
tablets and smartphones. One of the most common types of
cyberattacks is malware, which is becoming more common
every day across the network. These vulnerabilities make it easy
for a hacker to obtain the private information on a mobile
device. To overcome this issue a novel Attention Based Cnn-bi-
Istm NETwork based malware detection (ABC-NET) has been
suggested to solve this issue by precisely identifying and
thwarting malware attacks and enhancing device security. The
first step is to collect the data that was gathered from the
Android. Information based on actions and information based
on endorsements feature extraction are the two types of data.
After being converted into sequence data, the extracted features
are fed into the classification step. The CNN-BILSTM
attention-based technique is used to differentiate between
benign and malicious data during the classification phase. The
suggested approach outperforms current methods like DIEL
(89%), OEL (91%), and GAN (94%) in identifying and
reducing malware threats on Android devices, with an overall
accuracy of 98%. This illustrates how much more effective the
suggested model is than more conventional deep learning
techniques.

Keywords — Attention Based Cnn-bi-Istm NETwork, Malware
Recognition, Android malware recognition

1. INTRODUCTION

Currently, people's lives are heavily reliant on mobile
devices. There are approximately 6.4 billion individuals that
use smartphones throughout the world. The Google Play
Store, was projected to have 3.48 million apps in the first
quarter of 2021. Mobile apps are used for most daily
activities which include online shopping, online payments
and digital banking. [1,2,3] This has increased the chances of
identity theft to include sensitive data. Future smartphones
will allow different apps to be installed like industry apps,
mobile edge computing, and Al based health care apps, so
they need to be integrated with state-of-the-art greater safety
systems. [4,5]

Software inquiries permission when you install it. If
users are given the appropriate privileges, they can deduce
the behavior of any program [6]. Identifying a few key
permissions for functionality gives the user awareness of
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expected permission requests so they can take advantage of
an abnormal behavior of an application in particular a red
flag [7]. This is how an access-controlled approach notifies
the user ahead of time proceeding with the setting up. The
user now has the opportunity to consider the risks to their
mobile device with regards to allowing the application access
[8.9].

Cybercriminals generate new families of malware, so it
is important to identify spyware on smart phones. Malicious
apps can be stopped from being installed when spyware is
found while setting up the application [10,11]. To prevent
this enormous digital assault, we require an adaptable
spyware identification method that can clearly and
effectively recognize apps that are malicious. Yet, expanding
identification is an obstacle for many applications. It is
mandatory to understand that detecting malware is a major
problem that requires swift action. before moving on to our
new research and methodology [12,13]. To address this
problem a novel ABC-NET detection model to identify
Malware attack in android was developed. The ABC -NET’s
primary contributions are as follows:

e The study's primary goal is to improve device
security while precisely identifying and thwarting
malware attacks.

e The CICAndMal2017 dataset’s benign and
malicious data are first supplied as input for the
feature extraction procedure.

e Two categories of data are distinguished in feature
extraction: behavior-based data and signature-based
data.

e The extracted features are subsequently converted
into sequence data and applied to the classification
phase. In order to improve device security, the
malicious and benign data are categorized using the
Attention-based CNN-BILSTM technique.

This is how the rest of the paper is organized. Section II
examines a literature review in general. Section III discusses
routing in WSN. Section IV presents the experiment's
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findings and analysis. Section V contains the contribution
and upcoming work

2. LITERATURE REVIEW

In 2024 Maray et al [14] proposed Competent Muster
mining via a Balance Optimization with DL (IPR-EODL), a
method to detect malicious apps for Android. The purpose of
the IPR-EODL method is to correctly identify and classify
malware apps for Android. The results shows how well the
IPR-EODL method works for malware detection on Android.

In 2023 Alamaro et al [15] suggested the AAMD-
OELAC (An Optimal Ensemble Learning Approach for
Cybersecurity) method for Automated Android Malware
Detection. The outcomes of the simulations demonstrated the
superiority of the AAMD-OELAC method in comparison to
pre-existing methods that we currently use. Also, reduced
interpretability, increased computational complexity and
may be vulnerable to hidden or obfuscated malware variants.

In 2023 Aldaheim et al [16] offered an Android spyware
classification approach called GAuss-Mapping Black

Widow  Efficiency DL (GBWODL-AMC). The
CICAndMal2017 dataset was employed to assess
GBWOnDL-AMC's computational assessment. The

previous test results show that the GBWODL-AMC
approach does better than other types of Spyware
classification options, with the best reliability of 98.95%.

In 2024 Xu et al [17] proposed Deep neural networks,
CNN and group learning (DCEL) are combined in a novel
classification merger approach to Android malware
detection. The result suggests the suggested DCEL has a
greater recall rate, a better identification rate, and less
computational expense. It may, have some limitations,
including less fortunate comprehensibility relying on large
labeled information sets, and vulnerable to clever evasion
techniques.

In 2024 Renugadevi et al [18] suggested DroidDetector
is an Ad-supported applications employing a DL-based
Smartphones spyware detection engine. The results show
that DL operates well to describe Android malware, as well
as that this ability improves with the amount of training
information offered. DroidDetector has better detection
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accuracy of 96.76% than traditional machine learning
methods. The drawbacks of DroidDector, could be decision
making process is not transparent, and is less effective with
adversarial malware samples.

In 2023 Zhang et al [19] propose a framework that uses
cascade deep forest and feature enhancement is presented.
The benchmark test results on various datasets provide
evidence of the proposed approach in detecting Android
spyware through channel transmission. However, it may
under-perform in real-world applications with highly
dynamic or previously unseen malware behaviors, and
require extensive computational and feature engineering
resources.

In 2024 Poornima et al [20] suggested a new MAD-NET
method for Android spyware attack identification that
enhances device security through accurate identification and
prevention of the malware attack. Compared with ANN,
GAN, and LSTM, with accuracy levels of 93.11%, 96.75%,
and 94.42%, respectively, the MAD-NET method provides
an overall accuracy of 99.83% for DBN.

Despite advancements in Android malware detection,
existing techniques are still vulnerable to obfuscated threats
due to their limited interpretability and excessive
computational complexity. Through the use of attention
mechanisms on the CNN-BiLSTM architecture, the ABC-
NET model gets around these restrictions. It outperformed
complex strings of benign behaviors or obfuscated malicious
behaviors in identifying malicious behaviors

3. PROPOSED METHODOLOGY

In this section a novel ABC-NET has been suggested for
detecting malware on Android. In this instance, the data
comes from Android devices. The data was preprocessed
using techniques like data cleansing and normalization after
it was collected. To detect Android malware, Attention
Based CNN-BILSTM is used for classification, and the
AAPT2 tool is used for feature extraction to extract relevant
data. By better balancing exploration and exploitation, this
technique is applied in the Android context, enabling the
selection of an optimal subset of features to increase attack
assumptions' exactness. The workflow of ABC-NET
methodology was shown in Fig.1
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Figure 1. Framework of the Proposed Methodology
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3.1 Data Collection

Android devices are used as the main source of data
collection. To enable accurate application detection and
classification, the dataset includes samples of both malicious
and benign Android applications. Application permissions,
A community flow patterns , API requests, system calls,
behavioral and fixed features are all included in this data.
These characteristics are crucial for identifying how the
malicious and benign apps behave differently.

3.2 Preprocessing

The raw data obtained from sensors is prepared for
analysis during preprocessing. Data normalization and data
cleansing are two preprocessing techniques.

3.2.1 Data cleansing

The process of starting with raw data from one or more
sources and preserving its dependability is known as data
cleansing.

3.2.2 Data normalization

A crucial step in getting data ready for artificial neural
network training is data normalization. It shortens the total
training time and aids in accelerating model convergence.
Data can be standardized using a variety of methods,

including min-max scaling, mean normalization, and
standard scaling.
Xr — X-min(X) (1)

max(X)-min(X)
3.3 Feature Extraction

The AAPT2 tool allows for extraction of key
information from Android APK files, specifically the
AndroidManifest.xml file embedded in the APK. AAPT2
obtains the list of permissions the app requests, such as,
accessing the camera, location, or internet. AAPT2 also
allows for extracting the intent filters that explain how it
interacts with the Android. This information is important to
understand suspicious behavior and identify benign apps
from malicious apps. Overall, AAPT2 is a key component of
my preprocessing pipeline for static malware analysis.

3.4 Classification using Attention based CNN-BILSTM

The benign and malicious data are classified by using
Attention based CNN-BILSTM technique to improve device
security

3.4.1. Convolutional Neural Network (CNN)

A CNN includes five primary sections: input,
convolutional, pooling, fully connected, and output. The
convolutional and pooling layers, that serve mainly for
feature extraction and dimensionality reduction, create the
basis of the strategy structure. CNN has been successfully
used as a classification algorithm for images and time series
data due to its demonstrated capacity to extract and recognize
features.

3.4.2. Long Short-Term Memory Networks (LSTM)

LSTM improves the hidden layer design of the RNN and
assists the model in refusing troubles with disappearing and
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bursting slopes during training by including a set of gating
units composed of input, forgetting, and output gates.

3.4.4. Bidirectional Long Short-Term Memory (BiLSTM)
Neural Network

Bidirectional Long Short-Term Memory (BiLSTM)
neural networks are the best advancement over LSTM. A
forward LSTM layer and a backward LSTM layer are
connected to provide a BILSTM with access to both
historical and future data. Allowing the model to receive
input in both forward and backward directions improves the
model's self-strength. Below are the formulas for each
component of BiLSTM.

Si= F1(wlyi + w2ci-1) ()
Ti= f2(w3xi + waBi+1) 3
Y = f3(wsai + weBi) 4

3.4.5 Attention Based CNN-BILSTM

After standardization, the information was split into
training and testing sets. We employed the CNN layer, which
is made up of a 2D convolution layer, pooling layer, and
dropout layer, to extract the inbuilt characteristics of the
information. We used the internal shifting structure to train
local attributes to BILSTM after extracting using CNN. To
explore the deep immediate relationship, an attention
mechanism was incorporated, assigning varying weights to
the BiLSTM layer's extracted features. To obtain the required
values, the predictions had been then adjusted. An effective
way of improving device security is to use the Attention-
based CNN-BILSTM approach to classify the malicious and
benign data.

4. RESULT AND DISCUSSION

This part examines the experimental outcomes of the
recommended ABC-NET

4.1. Dataset description

The android spyware detection results were assessed on
the CICAndMal2017 Dataset. The CICAndMal2017 dataset
was generated by executing profitable and harmful
applications on mobile phones and had harmful samples that
eventually became increasingly advanced in altering the way
they execute to produce incorrect outcomes upon receiving
them. Researchers placed 5000 markers ineffectively,
consisting of 426 harmful and 5065 profitable samples, on
real devices. After gathering information on every marker
across three states, they gathered movements and created
information sets. The complete collection currently consists
of 2126 samples and 2,583,878 network hits, each of which
reflects the same instance of the smartphone application
operating on a mobile device. During operation, any network
flow in the instance is gathered. For every data stream, 84
features were measured. Each one of these has three tags: a
binary tag that indicates whether the pattern is harmful, a
family map via 42 distinct values that indicates a particular
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malware family, and a category tag with five possible values
that indicates a particular malware type.

4.2 Performance evaluation

The five parameters listed below are used as assessment
indicators to quantitatively evaluate the detection model
network's effectiveness. The following is the calculation
formula:

CPP+CPN

Accuracy = ——m—— 5)
CPP+CPN+IPN+IPP
cpP
Recall = ———— (6)
CPP+IPP
- cpp
Precision = ———— @)
CPP+IPN
2CPP
Flscore = ——— ®)
2CPP+FA+FC
Yrank, _mx(1+m)
I.TI.S—T
AUC = ©)

M.N

5.3 Performance comparison

Seven algorithms were analyzed using k-fold validation
and two exclusion strategies in order to validate the results.

Performance Comparison of DIEL, OEL, GAN, and Proposed Model

Proposed

|
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m— Feature's Used
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Performance Metrics

Figure 2. metrics for classification methods

Representation of validation metrics for Malware Detection techniques

froposed

Gan

oEL

100

Figure 3. Validation metrics for malware detection methods

A chart comparing the effectiveness of four deep
learning models Shown in Figure 2. They are the proposed
model, DIEL, OEL, and GAN. The chart compares their
performance with respect to five measures: F1 Score, Recall,
Precision, Accuracy, and Features Used. Each measure has
its own color as indicated in the legend at the bottom right
side of the chart. The Proposed model is exceptional as it
performs better than the rest on every metric. It has nearly
perfect F1 Score, Recall, Precision, and Accuracy. It also
requires fewer features, which is more productive and
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optimized. GAN performs well but can't come close to the
Proposed model. DIEL and OEL have average performance
and require more features.

Fig.3 Relational validation metrics between Malware
Detection methods compared with 4 models (DIEL, OEL,
GAN, and the Proposed one). The figure represents all the
models according to the F1 Score, Recall, Precision,
Accuracy, and the Features used. The Proposed model
performs better as evident from all the validation metrics, and
uses the least features which implies a better efficiency and
efficacy. The GAN was the next best, with OEL following,
then DIEL. Feature efficiency is simply the inverse of
accuracy; the Proposed model has the best combination of
feature efficiency and accuracy.

Performance Comparison of DL Networks

Figure 4. Performance comparison of DL Networks.

Fig. 4. Comparative performance analysis of deep
learning networks (DIEL, OEL, GAN, and Proposed) over
Accuracy, Sensitivity, Recall, and Specificity. The DIEL
approach achieves 92% accuracy, 70% sensitivity, 82%
recall, and 75% specificity. The OEL approach achieves
better than the DIEL with 94% accuracy, 82% sensitivity,
85% recall, and 87% specificity. The GAN improves over the
OEL with 96% accuracy, 90% sensitivity, 92% recall, and
949% specificity. The Proposed approach beats all approaches
with 99% accuracy, 96.2% sensitivity, 97% recall, and 98%
specificity.

Error Comparisan of Deep Leaming Models Across Metrics

—— DEL
8L

sensitrvity Recal specificity

Metric

Figure 5. Error Comparison Across Deep Learning Models
Based on Key Performance Metrics

Figure 5 demonstrates the percent error in Accuracy,
Sensitivity, Recall, and Specificity across the four deep
learning models - DIEL, OEL, GAN and Proposed. Percent
error is defined as the defined distance away from the value
of 100% for each metric. Error is most prevalent in the DIEL
model, with the most error demonstrated in Sensitivity. The
OEL and GAN models also improved upon DIEL, but took
fewer errors to reach their limits, or errors decreased
gradually.
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5. CONCLUSION

The use of system learning and DL for character
remediation, as well as spyware identification and
monitoring, are the primary subjects of this study. The
proposed method uses an Attention based CNN-BILSTM
approach to accurately identify Android Malware. The
detection model is developed using fitness metrics like
accuracy in classification, detection delay, feature
significance, and, model effectiveness. The proposed method
improves malware detectability and provides reliable ability
for detection of malicious applications in Android
environments. Assessment is done using effectiveness
metrics that concentrate on detection delay, energy
effectiveness, throughput, and packet delivery ratio. The
approach uses the NS2 simulation environment to challenge
and assess real-time detection performance. The proposed
model has malware detection accuracy of 98% which
surpasses existing malware threat detection, prevention and
mitigation methods. DIEL (89%), OEL (91%) and GAN
(94%). Future work could adopt self-adaptation, a feature
that was introduced and researched recently as a new method
for supporting intrusion detection systems
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