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Abstract — Chatbots have become integral to modern digital
communication, particularly in industries like Retail, Supply
Chain, and E-Commerce, where seamless interaction is key to
customer satisfaction. This paper presents the design,
development, and implementation of a WebSocket-based
chatbot application that combines responsive front-end
technologies with the advanced capabilities of large language
models (LLMs). Leveraging React, JavaScript, HTML, and
CSS, the chatbot interface ensures an intuitive and dynamic
user experience while WebSocket facilitates real-time
communication. By integrating LLMs, the chatbot enhances its
ability to interpret user queries, deliver personalized responses,
and transition to live agents when necessary. Comprehensive
performance evaluation and user satisfaction metrics highlight
the system's efficiency and accuracy. This research contributes
to advancing chatbot design by integrating emerging
technologies for seamless conversational experiences. User
feedback indicated a high level of satisfaction with the system,
with 92% of users reporting a positive experience. The
combination of real-time interactions and accurate responses
contributed to this outcome, with a 95% intent recognition
accuracy achieved by the LLM-powered system.

Keywords — Chatbot, WebSocket, React, User Experience, Real-
Time Communication, Artificial Intelligence.

1. INTRODUCTION

The advancement of chatbot technologies has become a
crucial element of modern customer service, especially in
industries like retail, e-commerce, healthcare, and finance,
where seamless interaction between businesses and
customers is essential. Over the last decade, chatbots have
evolved from simple rule-based systems to sophisticated
conversational agents powered by artificial intelligence (Al)
and machine learning (ML). These systems are designed to
handle a wide range of customer interactions, providing
instant responses, personalized experiences, and, in some
cases, reducing the need for human intervention.

However, as chatbots become more complex and more
widely adopted, they also face challenges related to real-time
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communication, intelligent response generation, scalability,
and user satisfaction. For instance, traditional chatbots often
rely on predefined templates or rule-based scripts, which
restrict their ability to handle ambiguous or complex queries.
Additionally, many existing systems still suffer from slow
response times, which can lead to frustrated users and a
degraded user experience, especially during peak traffic.

In this paper, we introduce a novel chatbot system that
leverages WebSocket for real-time communication, React
for a dynamic user interface (Ul), and Large Language
Models (LLMs) such as OpenAl’s for enhanced natural
language processing (NLP). The goal of this work is to
address key challenges in modern chatbot systems, including
latency, adaptability, and the seamless transition between
automated responses and human support. The major
contributions of the Study are as follows.

e By leveraging WebSocket for real-time, low-
latency communication, the study demonstrates the
effectiveness of WebSocket in building scalable and
responsive chatbot systems.

e The integration of LLMs into the chatbot system
marks a significant advancement over traditional
rule-based systems. The use of LLMs not only
improves the accuracy of intent recognition but also
allows for more flexible, adaptive conversations
that can handle a wide range of user inputs.

e The seamless transition between automated chatbot
responses and live agent support is a key innovation
in the system’s design. This hybrid workflow
ensures that users can receive immediate assistance
for simple queries while ensuring that more
complex interactions are addressed by human
agents.

e The system was built with scalability in mind,
utilizing cloud services like Google Cloud Platform
(GCP) to ensure the application can handle
increased load efficiently. This approach ensures
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that the chatbot system can be scaled to meet the
needs of large, diverse user bases.

The remaining structure of the paper is organized as
follows. Section 2 represents the literature review. Section 3
represents the proposed model. Section 4 represents the
results section and section 5 represents the conclusion.

2. LITERATURE REVIEW

This section provides a comprehensive overview of the
background and related work in the field of chatbot systems,
focusing on the technologies and frameworks that have been
integral to the development of the proposed system.
Specifically, it covers the evolution of chatbots, WebSocket
technology, modern front-end frameworks like React, large
language models (LLMs) for natural language processing
(NLP), and the integration of these technologies into
intelligent conversational systems. We also highlight the
existing literature and identify the gaps in current research
that this work aims to address.

When it comes to artificial intelligence chatbots, LLMs
are crucial for their conversational skills and enabling them
to have conversations that seem human [1, 2]. The usefulness
of LLM based chatbots has been enhanced by the huge
growth in data and developments in computational expertise,
leading to their rising popularity and widespread adoption
across numerous industries. Essential tools in many fields,
including education [3-5], research [6-8], healthcare [9,10],
and many more [11-13], they can understand and respond in
human language with unprecedented context relevance and
accuracy. Despite the many advantages of LLM-based
chatbots, there are a number of obstacles that need careful
study and assessment due to their increasing popularity and
the need for optimization. There is an increasing demand for
this since the field of LLM-based chatbots grows at a fast
pace, resulting in a deluge of research material that is difficult
to navigate for both experts and novices. In light of these
changing requirements, our study offers a comprehensive
and up-to-date assessment of chatbots based on LLM.

The evolution of chatbots has significantly impacted the
way businesses interact with customers. The earliest chatbots
were rudimentary systems that relied on rule-based models
to respond to user inputs. One of the first and most famous
early examples was ELIZA [14], a rule-based chatbot that
simulated conversation by recognizing keywords and
applying scripted responses. This basic interaction model,
known as the pattern-matching approach, was limited by its
inability to understand the context of conversations or handle
natural, free-flowing dialogue.

With the advancement of artificial intelligence (Al) and
machine learning (ML), chatbots evolved to utilize natural
language processing (NLP) techniques, which allowed for
more sophisticated understanding and generation of human
language. Early Al chatbots, such as A.L.I.C.E. [15],
employed more advanced pattern recognition techniques but
still faced limitations in terms of contextual understanding
and handling ambiguity in user inputs.

In recent years, the development of deep learning
models, especially recurrent neural networks (RNNs) and
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transformers, has enabled chatbots to achieve near-human
conversational capabilities. These models are now capable of
understanding context, interpreting intent, and generating
relevant responses in a way that earlier rule-based systems
could not. The shift from rule-based to data-driven Al models
has allowed chatbots to handle more complex tasks, ranging
from customer service to personal assistants, and beyond.

However, despite the advancements, many of these
chatbots were limited by their inability to scale and adapt to
diverse conversational scenarios. The introduction of large
language models (LLMs) such as Open AIl’s [16] has
significantly raised the bar by enabling chatbots to
understand and generate natural language with an
unprecedented level of coherence and fluency.

2.1. Research Gap

While significant progress has been made in the
development of chatbots and conversational agents, there
remain several gaps in existing research that this work aims
to address. While WebSocket is widely used for real-time
communication in messaging applications, there is limited
research on its integration with LLMs for scalable, intelligent
chatbots. Most chatbots today either rely solely on Al or
human agents. There is a lack of studies focusing on a
seamless agent handoff mechanism that ensures context
preservation and smooth transitions between Al and human
support. Ensuring that LLM-powered chatbots can scale to
thousands of concurrent users while maintaining
performance and reducing latency is still an under-explored
area in research.

3. PROPOSED METHOD

This section is provided with a detailed explanation of
the system architecture, covering the design of the front-end,
backend, WebSocket integration, LLM integration, and
agent handoff mechanism. The architecture integrates
modern  front-end  technologies  with  real-time
communication and Al-powered language models, creating a
sophisticated and seamless user experience. The system
architecture effectively integrates React for dynamic user
interfaces, WebSocket for real-time communication, Node.js
for backend processing, and LLMs for intelligent,
personalized  conversations. By combining  these
technologies, the system provides a seamless, scalable, and
efficient platform for delivering high-quality chatbot
interactions. The agent handoff mechanism ensures that users
receive the necessary human assistance when required,
maintaining a high level of service throughout the
interaction. Figure 1 shows the architecture of the proposed
model.

The proposed chatbot system is designed with a modular
architecture that incorporates React, Node.js, WebSocket,
and LLMs to facilitate a smooth and responsive
conversational experience. The architecture consists of three
primary layers: Frontend (React): The user interface is built
with React, providing a dynamic, responsive, and scalable
platform for handling user interactions. Backend (Node.js
with WebSocket): Node.js is used for managing the backend
processes,  while  WebSocket enables  real-time
communication between the frontend and the server. LLM
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API Integration: OpenAl's is used to process and generate
natural language responses based on user input, allowing the
chatbot to interpret and respond intelligently. Each of these
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Figure 1. Architecture of the proposed model

3.1. Front-End Design (React)

The front-end of the chatbot application is developed
using React, a JavaScript library for building user interfaces.
React's component-based architecture allows for the
development of reusable Ul elements that are crucial for
maintaining a smooth user experience. Chat Window: The
primary component where the conversation takes place. It
displays both user and chatbot messages, updates in real time,
and offers smooth scrolling. Input Box: Users enter their
queries into a text input field. This component validates user
input and sends it to the backend via WebSocket for
processing. Message Handling: Messages from the user and
chatbot are handled as React state objects, ensuring efficient
re-rendering of the Ul without unnecessary page reloads.
Typing Indicators: A dynamic "typing" indicator shows
when the chatbot is processing a message, ensuring that users
know the system is actively working on their request. Styling
and Responsiveness: CSS and HTML are used to ensure that
the chatbot interface is visually appealing and responsive
across different screen sizes and devices.

3.2. Backend Design (Node.js with WebSocket)

The backend is built using Node.js, a JavaScript runtime
that excels in handling asynchronous I/O operations and real-
time data communication. The backend is responsible for

Client

Initial HTTP
Request

receiving messages from the client, processing those
messages, and sending responses back. WebSocket Server:
The WebSocket server listens for incoming connections from
the frontend and establishes a continuous communication
channel. This real-time connection allows for faster message
exchange compared to traditional HTTP requests. When a
message is received, the backend routes it to the appropriate
service (LLM API or agent handoff). The backend processes
the message, communicates with the LLM API for
automated responses, or redirects the user to a live agent if
needed. The backend communicates with the LLM API (e.g.,
OpenAl’s) to process natural language queries. The backend
also handles input formatting, ensuring that queries are
correctly structured for API processing. If a query requires a
more personalized or complex response, the backend routes
the conversation to a live agent. The backend ensures that the
agent receives the relevant context and conversation history
for a smooth transition.

3.3. WebSocket Integration

WebSocket is integral to the real-time communication
functionality of the chatbot. Unlike traditional HTTP
requests, which require multiple handshakes between client
and server, WebSocket maintains an open connection,
allowing for continuous bidirectional communication.
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Figure 2. Data flow from the client to WebSocket, backend, LLM, and back
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When the user opens the chatbot, the client (React app)
establishes a WebSocket connection with the backend server.
The user’s input is sent from the React front-end to the
backend server through WebSocket. The backend either
processes the query and sends back an Al-generated response
via the LLM API or forwards it to a live agent. The response
is immediately delivered to the frontend through WebSocket.
The WebSocket connection remains open, allowing users to
send multiple messages without requiring the overhead of
repeated HTTP requests. WebSocket offers a substantial
performance improvement in scenarios where rapid message
exchange is critical. This feature is particularly useful in the
context of chat applications, where delays in communication
can degrade the user experience. Figure 2 illustrates data
flow from the client to WebSocket, backend, LLM, and back.

3.4. LLM Integration (OpenAl)

The heart of the chatbot's conversational intelligence lies
in the integration of Large Language Models (LLMs),
particularly OpenAI’s. LLMs excel in natural language
understanding, enabling the chatbot to interpret user intents,
generate coherent responses, and adapt to dynamic
conversational contexts. The backend receives the user’s
input and sends it to the LLM API. The message is
preprocessed (tokenized) to match the format expected by the
LLM. The LLM interprets the query by analyzing the context
and understanding the intent behind the user’s message. The
LLM generates a relevant response based on the recognized
intent. The response is then formatted for display on the
front-end. The backend maintains conversation context by
storing relevant messages and user actions. This allows the
chatbot to offer more personalized and contextually
appropriate responses as the conversation progresses. Open
Als are particularly effective in scenarios that require
nuanced language understanding and response generation.
The system’s ability to handle free-form queries and provide
dynamic answers is a significant improvement over
traditional rule-based system.

3.5. Agent Handoff Workflow

In some situations, the chatbot may not be able to handle
a query due to its complexity or the need for personalized
human interaction. In such cases, the chatbot system offers
an agent handoff mechanism that smoothly transitions the
conversation from the chatbot to a human agent while
preserving the conversation context. When the LLM detects
that it cannot provide a satisfactory response, it escalates the
conversation to the live agent. The backend ensures that the
live agent receives the complete conversation history,
including all user messages and chatbot responses. Agent
Interface: The agent uses a separate interface to manage the
conversation. The agent is notified of the escalation and
continues the conversation with the same context. Seamless
Experience: The user is informed that an agent is taking over,
and the transition happens smoothly, ensuring minimal
disruption. The agent handoff process ensures that users
receive comprehensive assistance even when the chatbot is
unable to resolve their queries.
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4. RESULTS AND DISCUSSION

This section provides a comprehensive overview of the
implementation details and results obtained from evaluating
the proposed chatbot system. The focus is on system
architecture, tools and frameworks, performance evaluation,
user experience, and system accuracy.

4.1. Implementation details

The chatbot was implemented using a modern tech stack
that ensures scalability, efficiency, and ease of development.
React, was chosen for its component-based architecture and
ability to manage complex Uls with real-time updates
efficiently. Node.js, leveraging WebSocket for real-time
communication between clients and servers has been chosen
for backend. Hosted on Google Cloud Platform (GCP),
providing robust infrastructure for scaling and maintaining
the application. OpenAl's served as the core LLM, enabling
natural language understanding and personalized response
generation. Docker and Kubernetes were used for deploying
the chatbot, ensuring reliability across different
environments.

The chatbot system workflow consists of the following
steps: A user sends a query through the React-based chat
interface. The input is transmitted to the backend server via
a persistent WebSocket connection. The backend forwards
the query to the API, which processes it and returns a
context-aware response. For complex queries requiring
human intervention, the system routes the conversation to a
live agent while maintaining context. The response is
transmitted back to the user in real time via WebSocket,
ensuring minimal latency.

4.2. Performance Evaluation

The performance evaluation metrics for evaluating the
proposed model are response time, user experience,
accuracy, and scalability.

4.2.1. Response Time

The proposed system was evaluated under varying user
loads to measure response time and latency. WebSocket’s
persistent connection significantly reduced response times
compared to HTTP-based systems.

Table 1. Response time evaluation

Metric 10 100 | 1000
Users | Users | Users
Average Response Time (ms) 120 150 320
Maximum Response Time 200 300 600
(ms)
Server CPU Utilization (%) 15% | 40% | 85%

Table 1 represents the response time evaluation, where
the system maintained low latency even under peak loads.
Server resource utilization scaled predictably with increased
traffic.
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4.3. User Experience Metrics
4.3.1. Satisfaction Survey

A survey was conducted among 50 participants after
interacting with the chatbot. The survey focused on
responsiveness, conversational clarity, and ease of
navigation. The results of the survey indicate the percentage.
User satisfaction shown in Table 2.

Table 2. User satisfaction

Very Satisfied: 50%
Satisfied: 30%
Neutral; 10%
Unsatisfied: 5%
Very Unsatisfied: 5%

4.3.2. Ease of Navigation

Participants rated the ease of navigating the chatbot
interface on a Likert scale (1 to 5):

e Average Score: 4.6
4.3.3. Error-Free Interactions

87% of interactions were completed without errors,
indicating a high level of system reliability.

4.4, System Accuracy
4.4.1. Intent Recognition

The system achieved a 95% accuracy in identifying user
intents, leveraging AI’s advanced NLP capabilities.

4.4.2. Response Relevance

Responses were evaluated for relevance by a team of
testers:

e 93% of responses were marked as relevant and
accurate.

4.4.3. Agent Handoff Accuracy

For queries requiring human intervention, the chatbot
accurately routed conversations to live agents in 90% of
cases, with full context preservation.

4.5. Comparative Analysis Results

The proposed system was compared to an HTTP polling-
based rule-based chatbot to highlight the improvements
achieved. Performance metrics comparison shown in Table
3.

Table 3. Performance metrics comparison

Metric WebSocket + | HTTP Polling +
LLM Rule-Based Bot
Average 120 ms 450 ms
Response Time
User Satisfaction 92% 75%
Rate
Intent 95% 78%
Recognition
Scalability Stable up to | Significant decline
1000 users after 100 users
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4.6. Scalability Testing

The system's ability to scale under varying loads was
evaluated using a load-testing framework. Results confirmed
that the WebSocket effectively handled up to 1000
concurrent users, maintaining acceptable response times.
Beyond this threshold, slight performance degradation was
observed, suggesting further optimizations for extreme
traffic. The implementation demonstrates the feasibility and
effectiveness of combining WebSocket, React, and LLMs for
next-generation chatbot systems. Key achievements include
Low Latency, High Satisfaction, and Scalability. The
Average response time of 120 ms under normal load. 92%
user satisfaction rate, attributed to responsive design and
conversational accuracy. Stable performance for up to 1000
users. These results underscore the system's potential to
transform customer interactions in Retail, Supply Chain, and
E-Commerce domains.The integration of WebSocket, React,
and Large Language Models (LLMs) has resulted in a highly
effective and robust chatbot system that significantly
improves user interaction, operational efficiency, and
scalability.

5. CONCLUSION

The integration of WebSocket, React, and Large
Language Models (LLMs) has proven to be a highly effective
approach for building a scalable, real-time, and intelligent
chatbot system. This paper has demonstrated how these
modern technologies can be combined to address the critical
challenges of customer service applications, such as latency,
response personalization, and scalability. The use of
WebSocket for persistent communication reduced response
times, ensuring that users received quick feedback, even
during peak load conditions. The average response time of
120ms under normal traffic and 320ms under high traffic
indicates a high level of performance and responsiveness.
User feedback indicated a high level of satisfaction with the
system, with 92% of users reporting a positive experience.
The combination of real-time interactions and accurate
responses contributed to this outcome, with a 95% intent
recognition accuracy achieved by the LLM-powered system.
The agent handoff mechanism further enhanced the system’s
reliability, ensuring that users who needed more personalized
or complex support were seamlessly transitioned to human
agents. Overall, the system’s low latency, high accuracy, and
scalability make it a valuable tool for industries like retail, e-
commerce, and customer support, where real-time
communication is a critical aspect of the user experience.
More intelligent caching mechanisms can be applied to
reduce repeated API calls for commonly asked questions in
future. Integrating voice recognition capabilities could
expand the chatbot’s usability, enabling users to interact with
the system through speech. This would make the chatbot
more accessible to users with disabilities and increase overall
adoption.
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