International Journal of Computer and Engineering Optimization (IJCEQ)

Volume 02, Issue 01, January— February (2024)

G
[JCEO

RESEARCH ARTICLE

AN OPTIMIZED DEEP LEARNING BASED
INTRUSION DETECTION MODEL FOR
NETWORK APPLICATION

D. Lavanya®” and Kannan Ramakrishnan?

"Department of Computer science and Engineering, Jawaharlal Nehru Technological University (JNTUA) in Anantapur,
Andhra Pradesh 515002, India.
’Department of Electronics and Communication Engineering, Saveetha Engineering College, Kanchipuram - Chennai Rd,
Chennai, Tamil Nadu 602105, India.

*Corresponding e-mail: lavanyadoopati77@gmail.com

Abstract — The deployment of advanced information
technologies leads to wide data collection and processing in
Internet of Things (IoT) systems. The wide usage of network
and improved technologies increases the vulnerabilities and
security issues. Thus, an Intrusion Detection System (IDS) was
developed to predict and prevent the malicious activities in the
network. However, the traditional IDS model failed to detect the
malicious events accurately. Hence, a novel hybrid Antlion-
based Radial Neural Network was designed to detect the attack
data in the network. In this system, the dataset was pre-
processed in the hidden layer to eliminate the noise or error
data. Further, the important data features are tracked using the
Antlion fitness for detection purposes. Finally, the malicious
data are by contrasting the retrieved features with the learned
features, objects can be recognized. Moreover, a user
authentication module was designed to verify the users. The
presented model was trained and tested with publically
available IDS datasets namely: NSL-KDD and CICIDS. It is
noted that the created framework managed to greater accuracy
of 98.74%, and 98.96% for NSL-KDD and CICIDS datasets,
respectively. Furthermore, the results are compared with the
existing techniques for validation purposes.

Keywords — Intrusion detection system, Radial Basis Neural
network, Antlion optimization algorithm, User Authentication.

1. INTRODUCTION

The loT and digital information technologies are
expanding at a never-before-seen pace these days. [1]. The
large-scale usage of 10T systems increases the possibilities of
attacks and security threats in the communication network
[2]. In communication network, the data from the users are
gathered and stored in cloud environment [3]. Hence, the loT
systems are widely used in communication networks for
collecting, processing, and transmitting data [4]. The
information collected using the IoT systems are very useful
in providing intelligent services in various applications [5].
However, the gathered IoT data contains sensitive
information. Thus, the privacy and security protection is
important in the communication networks [6], [30]. To offer
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greater security in the distributed network, it is important to
efficiently predict and stop network attacks [7]. This led to
the development of a technology known as a network IDS
(NIDS) to identify malevolent data in networks.

The traditional NIDS detects the malicious data
effectively, but it lacks the ability to identify the unknown
attacks present in the system [8]. This is mainly because not
enough incursion data were available for the model training.
to efficiently detect and stop network attacks [7].
Consequently, NIDS was created to find harmful data in the
network. Thus, the deep learning (DL) and machine learning
(ML) algorithmbased NIDS methods are developed to
overcome these issues [9], [31]. In DL and ML-based
intrusion model, the dataset was trained and tested separately
[10]. Hence, the unknown attack identification is possible
using this model. Support Vector Machine (SVM), Decision
Tree (DT), and Random Forest (RF) are ML approaches
algorithms are used to improve detection performances [14].
However, the ML-based IDS framework cannot handle the
multi-domain intrusion detection [15], [32]. The comparison
of ML and DL-based NIDS shows that the DL-based
intrusion detection model performed better in terms of
network security [16], [33].

The deep neural networks like graph neural system,
CNN are effective in dealing with graph or network
information [17], [34]. Moreover, they offer highest accuracy
in detecting the known and unknown attacks [18]. However,
the DL-based techniques require large-scale database to train
the system for detection and classification purposes [18].
Moreover, the traditional DL algorithms like CNN [19], [35],
multi-layer feedback neural system [19], etc., consumes
more time in processing the dataset [20,36]. The existing
techniques like IDS model based on deep learning theory
[21], Autonomous IDS using deep convolutional neural
system [22], anomaly identification framework based on
convolutional neural system [23], [37], etc., are developed to
identify the malevolent data in the network. In order to
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safeguard network data from harmful occurrences, an
optimal neural network was created.

The offered study work is organized into the sections
below: Section 2 summarizes current research on the
intrusion prevention model, Section 3 presents an illustration
of the current system and its problem statement, Section 4
describes the design as well as workflow of the given
intrusion prevention model, Section 5 presents an illustration
of effectiveness and comparative analysis, and Section 6 is
the conclusion.

2. RELATED WORK
Here is a description of a few recent related works

The security and confidentiality of unintentional users
are put at risk since network data is used so frequently and is
therefore open to assault by hackers and others. As a result,
to detect security breaches Jing Yu et al. [21] presented an
IDS method based on DL theory. This method deploys
convolutional neural system to predict the security threats
accurately. This developed model was test and validate with
the public network datasets. Finally, the performances are
compared with other techniques like recurrent neural
network, and gradient boosting algorithm for validation. This
method offers faster and accurate detection. Moreover, this
model earned lower error rate of 4.67%. However, the
prevention of security threats is not possible using this
approach.

Qasem Abu Al-Haija and Ahmad Al Badawi [22]
presented an autonomous IDS utilizing deep convolutional
neural system to detect and prevent the security threats in
Unmanned Aerial Vehicles (UAVs). Nowadays, the UAV
communication systems are becoming popular and achieved
remarkable growth. Thus, they are susceptible to attacks, and
security threats. This developed scheme encoded Wi-Fi
traffic logs of three common models of UAVs, namely the
DBPower UDI, the Parrot Bebop, and the DJI Inspire and DJI
Spark. This model achieved greater detection accuracy of
99.50% for publically avialble UAV communication dataset.
Furthermore, the presented approach was verified by
launching attacks in the system.

loT was created to improve people's lives by enabling
smart devices and apps to work together. One of the most
serious concerns with 10T sector is the increasing privacy and
security threats. Although various IDS models are designed
to predict the security attacks, it faces several drawbacks.
Therefore, Tanzila Saba et al. [23] suggested an anomaly
identification framework based on convolutional neural
system. This model examines the traffic, and analyses the loT
data to predict the security threats. Moreover, this method
categorizes the traffic as normal and unusual traffic. The NID
& BoT-1oT datasets were used to train and test this method.
This technique obtained accuracy of 95.12% and 92.85% for
NID and BoT-loT datasets. However, the detection process
consumes more time, and it is not efficient for large-scale
datasets.

The ability to connect sensors and shooters directly is
made possible by the integrating of ML and artificial
intelligence into the cyberspace infrastructure without human
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control. The cyber data includes network data, military data,
application data, etc. Hence, to protect these data from
hackers, and attackers IDS methodology was designed.
MarcChaléNathaniel D. Bastian et al [24] created an IDS
framework based on Generative adversarial network and
auto coders. This model helps in labelling the cyber data as
benign or injected by processing the database. In this model,
the database as collected and then it is analysed in the system
with certain criteria for classification. However, training this
model requires huge database.

One of the biggest challenges in communication
networks is the timely and accurate identification of security
attacks, and threats. Various techniques are already
developed to detect the network vulnerabilities. However,
they face issues in continuous monitoring and accurate
detection. Hence, Emad-ul-HaqQazi et al. [25] created an
efficient DL-based IDS methodology to identify the
malicious data accurately. This model was validated with
network benchmark datasets like KDD CUP’99. The
accuracy achieved by this model is 97.14%. However, the
classification of attacks is not possible in this method.

To protect the computer and communication networks
from cyber-attacks, developing an effective IDS model is
important. Recently, various IDS frameworks are developed
based on ML algorithms to detect the cyber threats. However,
they lack the standard feature set. To overcome this
drawback, Mohanad Sarhan et al. [26] designed an IDS
model based on Netflow meta-data collection protocol. The
performances of this model are evaluated and verified with
publically available datasets like CICIDS-2018, BoT-loT,
and ToN-IoT. Moreover, a tree classifier is incorporated in
this protocol to classify the attack types. This model earned
better results compared to traditional ML algorithms like
SVM, DT, and RF. However, the timely detection is a
challenging factor in this approach.

Vinayakumar Ravi et al. [27] designed an end-to-end
security framework, which detects and classifies the network
threats effectively. This framework deploys kernel-based
principal component analysis, and recurrent neural system to
extract the important features from the dataset. In addition,
the dataset was pre-processed to filter the dataset in its initial
stage. Additionally, this method uses an ensemble meta-
classifier to classify the different kinds of attacks. The
experimental results verify the accuracy, precision, & recall
capabilities of the suggested approach. This model gained
accuracy of 97.12%. However, the implementation of this
model is highly complex.

Giovanni Apruzzese et al. [28] developed a network IDS
model with supervised machine learning algorithm. This
method integrates the machine learning features and cyber
detection protocol attributes to detect the security threats.
This model was tested with labelled dataset and the
performances are estimated. Although this model provides
timely attack detection in the network application, this
method cannot identify unknown attacks. To identify
unknown attacks, the system must be trained further using
complex protocols. Thus, increases the system complexity,
and computational time.
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In recent times, 10T is emerging as the backbone of
virtual applications. However, the advancements in loT
technologies increases the possibilities of data injection in
the network. Hence, many researchers were conducted to
resolve the security, and privacy issues. However, they face
significant challenge in identifying the injected data from the
dataset. Therefore, et al [29] created a cyber security method
based on blockchain technology. The incorporation of
blockchain in 10T network helps in processing the huge
dataset with greater security. Moreover, the developed
provides highest security against Denial of Service (DoS)
attacks. Further, the presented scheme is evaluated with
existing machine learning approaches like RF, XGBoost, etc
for loT-based datasets like BoT-10T, CICIDS, etc.

The major contribution of the presented IDS framework
is listed below,

e Initially, the publically available network intrusion
datasets (NSLKDD and CICIDS) are gathered and
imported into the python system.

e Then a hybrid optimized deep learning technique
(AbRNN) was developed in the system with
security parameters.

e The raw dataset was filtered in the hidden layer of
RNN to eliminate the null values and error data.

e Further, the antlion optimal fitness is integrated to
track the important data features and then; to detect
the injected data, the retrieved features are cross-
checked with learned features.

e Moreover, a user authentication module was created
with login strategy to improve the network security.

e Finally, the performances are evaluated and verified
with existing approaches in terms of accuracy,
precision, recall, and f1-score.

Input Dataset

Proposed ABRNN

Performance
Evaluation

User Verification

3. SYSTEM MODEL AND PROBLEM STATEMENT

Various ID techniques have been used in the past with
improved results for incursion forecasting. The intrusion's
harmfulness, however, was the fundamental reason why the
prevention technique was constrained. However, the network
application avoidance system is the module that is most
appreciated for protecting user data privacy. On the basis of
the cryptosystems, some preventative measures have been
developed for network applications. Therefore, if an attack
breaks the algorithm, the raw data is collapsed and
compromised by malevolent events. Therefore, the purpose
of the current paper is to provide a mechanism for protecting
network users against damaging DDoS attacks. Additionally,
constant tracking of internet users is not possible with the
current intrusion model. The only detection offered by this
architecture is for assault nodes. But the current intrusion
strategy does not allow for the removal of attack nodes from
network applications. In order to ignore the assault nodes and
enable ongoing network monitoring, a novel penetration
model is created. As a result, a cutting-edge Buffalo-based
Elman Neural Model (BENM) was created to constantly
check login circumstances and block rogue users from the
network.

4. PROPOSED ABRNN IDS FRAMEWORK

A novel Antlion-based Radial Neural Network
(AbRNN) framework was developed in this article to identify
network data security threats. The presented method
combines the attributes of antlion optimization and radial
basis neural function to track and detect the injected data.
Moreover, a user verification module was created with
certain login criteria to validate the original user. In the
presented framework, initially the network is intrusion
datasets CICIDS and NSLKDD was collected from Kaggle
site. AbDRNN Framework is shown in Figure 1.

Data Pre-
processing

Feature Extraction

Malicious Event
Detection

Figure 1. AbRNN Framework

These input datasets are then filtered making use of the
RBNN hidden layer's pre-processing function. Further, an
antlion optimal fitness solution was in integrated in the
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classification layer to track and select the important data
features. These tracked data features are compared with
trained data features to classify the normal and injected data.
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The introduced framework is illustrated in Figure 1. The
developed scheme was trained and tested in the python
software and the outcomes are compared with the existing
techniques.

4.1. AbRNN Layers

The AbRNN scheme consists of five different layers
namely, input layer, hidden layer (HL), classification layer

(CL), optimization layer, and output layer. In the first layer
the system is initialized with the acquired intrusion dataset.
In the second layer, the pre-processing function is embedded
to clear the error or null features provide in the dataset. In the
third layer, the meaningful and meaningless features are
classified and the meaningless features are neglected from
the system. Layers of AbRNN is shown in Figure 2.

CLASSIFICATION
LAYER

INPUT LAYER

INPUT
DATASETS

HIDDEN LAYER

OoUTPUT
LAYER

OUTCOMES

2y

OPTIMIZATION
LAYER

Figure 2. Layers of AbDRNN

In the fourth layer, the ant lion fitness solution is
integrated to detect and neglect the malicious events present
in the dataset. In the final layer, the outcomes of the provided
scheme are estimated in terms of accuracy, precision, recall,
and f-measure. The layer of the AbRNN model is displayed
in Figure 2.

4.1.1. Dataset Pre-processing

To initialize the detection of intrusions process, the
intrusion detection datasets namely, NSLKDD and CICIDS
are collected from the site (Kaggle). Then, the collected
dataset is imported into the python system and initialized for
further processing. The dataset initialization is represented in
Egn. (1).

Fijps = [Ni1, Niz, Ni3, Nig, . ..., Ny] (1)

Where, Fipgrefers to the intrusion detection function,
N;indicates the data provide in the dataset, and mdenotes the
total data count in the dataset. The imported dataset contains
error or null features in it. Hence, after initialization the
dataset is pre-processed to eliminate the error features. The
pre-processing of the dataset increases the system accuracy,
and lowers the network complexity. Here, the pre-processing
function is applied to the AbRNN HL to reduce the
complexity. The pre-processing function is expressed in Eqgn.

).

K,(iIDS) = T o(=N; + N;) + a(iIDS) 2

Where, K indicates the filtering function,N;"represents
the noise data, and arefers to the filtering variable. However,
for identifying the malicious events extracting the dataset
features is important. The pre-processed dataset contains
both meaningful and meaningless features in it. Hence, the
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feature extraction module is designed in the developed model
to classify the meaningful and meaningless separately.

4.1.2. Feature Extraction

In the proposed scheme, the feature extraction function
is integrated into the classification layer. Once, the dataset
enters into the CL the feature extraction function starts to
separate the meaningless and meaningful features. After
classification, the meaningless features are removed from the
system to minimize the time consumption, and resource
usage. The feature extraction function is formulated in Eqgn.

@3).

_ (mfm'f)xiIps
& Blpr-m'r) )

Here, Y,, refers to the feature extraction function, mf
denotes the meaningful features, m"f indicates the
meaningless features, pf represents the present features and
B refers to the feature tracking variable. The extracted
features contain both malevolent and benign features. Thus,
to detect the malicious events provide in the dataset the
optimization layer is developed in the proposed system. This
layer is interconnected with the classification layer to
effectively detect the malicious events. In the optimization
layer, the ant lion fitness solution is incorporated to increase
the detection accuracy. The malicious event classification is
expressed in Eqgn. (4).

Cr(iIDS) = {lf (B = t7); Benign
else; Malicious

(4)

Where, Cr represents the event classification function,
(IDS defines the intrusion dataset, ¢ty indicates the trained
features, and Ef refers to the extracted features. If the trained
features match with the extracted features, it is represented
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as “Benign” or it is represented as “Malicious features”.
After malicious event classification, the proposed model
neglects it from the system.

4.1.3. Verification Module

To authenticate the network users, the verification
module was developed in the system. This module consists
of user login conditions namely, user-id, and passwordEvery
user on the network has a different password and user ID.
The user's password and user ID must be entered correctly in
order to access the file or data. If the user-id and password
match the system permits the user to access file. On the other
hand, if the login conditions not match then the system denies
the user’s request.

if (Upiapw) = 1); AccessFile

5
if(UL(id,pw) * 1);AccessDenied ©)

Vs = match{

Where, Vs refers to the user verification function, U;
indicates the user login conditions, id denotes the user-id,
and pw denotes the password. It is set that if the login
conditions are equal to one, then the user-id, and password
entered by the user is correct. On the other hand, if the login
conditions are not equal to one, then the user-id, and
password entered by the user is not correct. Hence, the
system displays as “Access Denied”. Flowchart of AbRNN
is shown in Figure 3.

Figure 3. Flowchart of AbRNN

Pseudo code

Step 1: Import and initialize the input dataset (NSLKDD
and CICIDS) into the system.

Step 2: Train and pre-process the dataset utilizing the
AbRNN method to remove the error or null features.

Step 3: Extract the features present in the dataset in feature
extraction module.

Step 4: Train the extracted features to detect and neglect
the malicious features.

Step 5: Create the user verification module with login
strategy.

Step 6: Match the user login parameters (user-id, and
password) to identify the authenticated users.
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Step 7: If parameters matches “File Access”, else “Access
denied”.

Step 8: Terminate the process.

The flowchart of the suggested technique is displayed in
Figure 3. Moreover, the step-by-step working procedure is
illustrated in pseudo code format.

5. RESULT AND DISCUSSION

In this paper, an optimized neural system-based IDS
framework was proposed to predict the malicious events in
the network. To validate the presented approach, the IDS
dataset was collected and initialized in the system. Further,
the dataset was filtered and the important features are tracked
and extracted for prediction purposes. In addition, a user
verification module was designed to provide continuous
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monitoring in the network. Parameter Specification is shown
in Table 1.

Table 1. Parameter Specification

Tool Specification
Platform Python
Version 3.12

(O] Windows 10
Datasets NSL-KDD and CICIDS
Application Network

The suggested framework was implemented in the
python software version 3.12 and the results are evaluated
separately for both datasets (NSL_KDD and CICIDS). The
parameter description is tabulated in Table 1. Moreover, a
comparative assessment was performed to validate the
performances of the presented method.

5.1. Performance Assessment

In performance evaluation, the outcomes of the
presented system such as precision, accuracy, recall, and f-
measure are determined by executing it in the python
software. Moreover, to manifest the efficacy of the presented
algorithm the results are compared with some existing
techniques like K-Nearest Neighbour_ Double Exponentially
Weighted Moving Average (KNN_DEWMA) [32], Hybrid
Trust Management Scheme (HTMS) [33], Real-Time
Security System using Convolutional Neural Network
(RTSS_CNN) [34], and Detection of Malicious Events using
Learning Automata (DMELA) [35].

5.1.1. Accuracy

Accuracy is a performance metrics, which indicates how
exactly the presented approach identifies the malicious
events in the network. It is determined by dividing the
positive prediction by total predictions. The accuracy
calculation is formulated in Eqn. (6)..

m*t+m™
e —— ©)

By =

Where, P, represents the detection accuracy, m* ;m~,
n*and n~denotes the true-positive (TP), true-negative (TN),
false-positive (FP), and false-negative (FN), respectively.
Accuracy Validation is shown in Figure 4.

Proposed (CICIDS) —

Proposed (NSL_KDD)

DMELA

® Accuracy
RTSS CNN

HTMS

KNN_DEWMA :

80 85 90 95 100

Figure 4. Accuracy Validation

The accuracy of the suggested model was validated by
comparing it with the traditional techniques like
KNN_DEWMA, HTMS, RTSS_CNN, and DMELA. The
accuracy validation is displayed in Fig 4. Here, the same
NSL_KDD and CICIDS dataset are considered to determine
the accuracy of the existing approaches. The accuracy
obtained by the traditional scheme for the network dataset is
91%, 95%, 93.4%, and 87.8%, respectively. But, the
suggested scheme attained higher accuracy of 98.5% and
98.96% for NSLKDD and CICIDS datasets. This
comparative assessment verifies that the presented method
accurately detects the malicious event in the network.

5.1.2. Recall

In network security model, recall is an important
performance parameter that represents the relevant instances
among the total retrieved instances. It is determined as the
ratio of TP to the FN, and TP. The recall formula is expressed
in Egn. (7).

m+
Rle = e )

Here, Rl refers to the system recall percentage. Recall

Comparison is shown in Figure 5.

100
H Recall
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Figure 5. Recall Comparison

The evaluation of system recalls in relation to current
methods sis shown in Figure 5. Recall is the metric, which
represents the relevant total positive attack detection out of
the positive and negative predictions of the system. From the
comparative recall performance, it is observed that the
suggested approach earned greater recall of 99.75% which is
very high compared to the recall attained by existing
approaches like KNN_DEWMA, HTMS, RTSS_CNN, and
DMELA. The recall achieved by the traditional event
detection is 97%, 95.5%, 94%, and 89%.

5.1.3. Precision

Precision refers to the Out of all the good outcomes,
correct forecasts made up a majority. The true-positive
number is divided by the TP and FP to determine how
accurate the network method is. It is seen in Eqgn. (8).

Pi = m (8)

mt+nt
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Where,Pi., indicates the precision percentage. Precision
Comparison is shown in Figure 6.

100 M Precision
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Figure 6. Precision Comparison

The validation of system’s precision with different
methods is illustrated in Figure 6. The precision percentage
obtained by the recent approaches like KNN_DEWMA,
HTMS, RTSS_CNN, and DMELA is 90%, 94%, 92%, and
85%, respectively. But the provided approach achieved
greater precision of 99.10% and 99.43%, for NSL_KDD and
CICIDS datasets, respectively. The higher precision
indicates that the developed model detects the malicious data
accurately.

5.1.4. F-measure

F-measure indicates the performance of recall and
precision. It combines combining the recall & precision
numbers into one. By dividing the sum of recall and
precision, it is calculated value by their sum. The f-measure
is formulated in Eqgn. (9

o PicgXRI
Fns = Pics+RI¢ ©)
Where, F,, represent the f-measure. F-measure
Comparison is shown in Figure 7.
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Figure 7. F-measure Comparison

The resulting model's f-measure is verified using various
known techniques in Figure 7. Here, the existing techniques
like KNN_DEWMA, HTMS, RTSS_CNN, and DMELA are
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implemented and tested with the same network datasets. The
f-measure obtained by the traditional algorithms is 949%,
96%, 95%, and 87.5%, respectively. But the presented model
earned higher f-measure of 98.78% and 99.07% for
NSLKDD and CICIDS datasets. This shows that the recall
and precision performance of the presented model is high
compared to other techniques.

5.2. Discussion

A hybrid intrusion detection model was designed in this
article to find harmful activities in a network dataset. The
method being used was validated with the network datasets
like NSLKDD and CICIDS. In the proposed technique, the
input datasets are filtered and then the features are tracked to
identify the malevolent events. In addition, to enhance the
network security user verification module was developed in
this approach. Comparative Assessment is shown in Table 2.

Table 2. Comparative Assessment

Techniques | Accurac | Precisio | Recal F-
y n | measur
e
KNN_DEWM 91 90 97 94
A
HTMS 95 94 95.5 96
RTSS_CNN 93.4 92 94 95
DMELA 87.8 85 89 87.5
Proposed 98.5 99.1 99.75 | 98.78
(NSLKDD)
Proposed 98.96 99.43 99.46 | 99.06
(CICIDS)

Finally, the presented model performances are measured
for precision, recall, f-measure, and accuracy. A comparison
analysis was also carried out for validation purposes. Table 2
lists the overall comparative analysis.

6. CONCLUSION

Recently, the combination of advanced information and
digital technologies in 10T systems increased the security
concerns in network applications. Hence, an optimized deep
network-based IDS model was developed in this article. This
model integrates the attributes of Antlion optimization, and
RBNN to predict the attack data effectively. Moreover, a user
authentication module was incorporated to provide
continuous monitoring in the network. This module permits
only authenticated user to access the data/file in the network
application. The developed framework was executed and
tested with two IDS datasets namely: NSL-KDD, and
CICIDS. Finally, the results are evaluated and compared with
the traditional IDS schemes for validation purposes. In
addition, the performance enhancement score is also
determined from the comparative assessment. It is observed
that in the suggested approach, the performances like
precision, accuracy, f-measure, and recall are improved by
5.43%, 5.56%, 4.04%, and 4.06%, respectively. This shows
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that the proposed scheme accurately detects the malicious
data in the network application.
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