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Abstract – Lung cancer is among the world's leading causes of 

death and its accurate and early diagnosis is critical for effective 

treatment planning. However, lung cancer often presents subtle 

early symptoms, making early detection challenging, and its 

diagnosis relies heavily on imaging techniques that can 

sometimes miss small or irregular nodules. To overcome these 

challenges a novel MLSIA-LC has been proposed deep 

learning-based Multi-Level Self and Inter-Attention (MLSIA) 

Network for the classification of lung cancer subtypes using CT 

and PET scan images. Then the segmentation of lung nodules 

using the Attention U-Net model. Advanced texture patterns, 

namely Directional Hexagonal Inter Mixed Pattern (DHIMP) 

and Directional Hexagonal Inter-Intra Mixed Pattern 

(DHIIMP), are extracted from segmented regions to capture 

unique spatial features from both CT and PET images. These 

patterns are fed into a parallel network architecture comprising 

three pathways, each with two levels of Multi-Level Self-

Attention (MLSA) networks and Inter-Attention layers, 

followed by dropout mechanisms to enhance feature. The 

experimental results of MLSIA network achieves higher 

classification performance compared to existing methods, 

particularly with the DHIIMP texture pattern. The proposed 

model achieved an accuracy of 92.1% and an F1 score of 90%, 

outperform effectively leveraging inter- and intra-pattern 

information. 

Keywords – Lung cancer, Attention U-Net, Multi-Level Self-

Attention, Directional Hexagonal Inter Mixed Pattern, Directional 

Hexagonal Inter-Intra Mixed Pattern. 

1. INTRODUCTION 

Cancer is a deadly ailment considered as an abnormal 

growth of anomalous cells that can infiltrate and destroy 

normal tissue. [1] The variation that occurs in the DNA leads 

to cancer and these disparities are also called genetic 

variations. Cancer cells generally behave differently from 

normal cells and can spread out to other parts of the body. [2] 

This spreading process of cancer cells to metastases to other 

regions of the body. [3] Cancer arises from the conversion of 

normal cells into malignant cells in a multi-stage procedure 

that gradually progresses from a pre-cancerous cell to a 

malignant cell. [4] A growing number of non-communicable 

diseases are a major health concern due to different factors 

that includes lifestyle changes, urbanization, and 

globalization. [5] Estimating a load of cancer in terms of 

incidence and mortality at present and future is useful for 

planning cancer control strategies, risk estimation and 

measuring the population burden of cancer. [6] With the 

control of infectious and communicable diseases and 

increased life expectancy, more of the populations in India 

are at risk of developing cancer.  

In deep learning models, CAD systems are developed 

with automatically extracted features to accurately classify 

the cancerous lungs [7]. LIDC is a large repository of lung 

cancer images that provides 1018 studies of computed 

tomography images which helps the deep learning 

researchers to effectively classify the abnormal lung nodules 

from the normal nodules [8]. But CT scan images include 

only the anatomical properties. In recent studies, the use of 

PET and CT scans for cancer detection has received higher 

attention. Lung cancer types accurately classified using non-

invasive diagnostic imaging techniques such as PET and CT 

scans.  

PET and CT scan images are given as input to the 

Attention U-Net for performing segmentation of lung 

nodules [9]. Using Directional hexagonal Inter mixed 

patterns (DHIMP) and Directional hexagonal Inter-Intra 

mixed patterns (DHIIMP) algorithms new texture patterns 

are generated from the segmented lung nodules. [10] In the 

proposed multi-level self and inter-attention (MLSIA) 

network model, features extracted from the PET and CT 

images are merged using parallel network architecture. [11] 

This model consists of three parallel networks with two 

multilevel networks each, as well as a self-attention network, 

an inter-attention network, and a dropout network. As a result 

of the dropout layer, the feature maps are mapped to lung 
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cancer categories by a more intrinsic adaptive average 

pooling technique. [12] It also avoids overfitting problems. 

[13] As lung cancer is so common, it can be difficult to detect 

false positives in imaging techniques like CT scans, leading 

to unnecessary procedures. Additionally, early-stage lung 

cancer often presents subtle symptoms, making early 

detection difficult. To overcome this problem, a novel 

MLSIA-LC model has been proposed for Lung cancer 

classification. The major research contributions are 

mentioned below; 

• The research aims to create a novel deep 

learning-based MLSIA-LC used for 

classification of Lung cancer. 

• Initially, the LC-input images CT and PET are 

fed in to Attention U-Net to segment lung 

nodules. 

• Then the proposed method utilizes, hexagonal 

pattern generator is used for extracting feature 

from the Noise free images. 

• Finally, MLSIA is used to classify types of 

Lung cancer namely Adenocarcinoma, 

Squamous Cell Carcinoma, Small Cell 

carcinoma, and Large Cell Carcinoma 

• The proposed MLSIA-LC effectiveness was 

assessed using parameters like recall, 

specificity, accuracy, precision, and F1 score.  

The remainder of this work has been scheduled as 

follows. A summary of the literature is provided in Section 

2, followed by a full explanation of the proposed MLSIA-LC 

methodology for LC detection in Section 3, Section 4 

contains the results and discussion, and Section 5 concludes 

with some future work. 

2. LITERATURE SURVEY 

In this section, the state-of-the-art in the domains that are 

pertinent to the work that is being presented, including data, 

deep learning, machine learning methods, and related 

studies. Related studies are listed in the following 

paragraphs, with an emphasis on those that make use of Lung 

cancer detection.   

In 2017 Wulandari et al., [14] exploited several pre-

processing methods for lung CT images to automatically 

detect lung cancer. The image was then subjected to 

morphological processing through erosion and dilation, 

giving it a smoother texture. The segmentation performance 

for calculating errors showed an average value of 12.75% for 

cavities and 31.74% for cancers. 

In 2017 Nishio et al., [15] introduced the conventional 

auto-encoder (CAE) model in lung ultra-low-dose 

CT(ULDCT) images. The optimal denoising model was 

obtained by diminishing the cost function between the input 

images and the reconstructed images. These patches were 

then placed, and the overlapping sections were averaged to 

create the final image. The visual evaluation's findings 

demonstrate that the CAE method was superior at reducing 

noise artifacts.  

In 2018 Perumal et al.,[16] applied contrast 

enhancement and noise removal techniques in MRI scans to 

increase the image quality. Image conversion was first 

performed into the grayscale format and then the dimensions 

of the images were enlarged or lessen. The experimental 

findings show that the Median filter outperforms other filter 

types like Wiener filter and Gaussian filter in terms of pixel 

intensity. 

In 2020 Shakeel et al., [17] employed a weighted mean 

histogram equalization (WMHE) for enhancing the intensity 

of lung images during lung cancer prediction. Each pixel is 

compared to the upper limit value before the image quality is 

improved, and any noise is replaced with the middle value. 

Finally, an improved profuse clustering technique and a 

trained network was used to segment and categorized the 

processed image. 

In 2021 Tasci et al., [18] devised a model for 

tuberculosis (TB) prognosis on basis of voting and 

preprocessing variation-based ensemble CNNs. In these 

techniques, weighted voting was used based on Bayesian 

optimization and the probability average. According to the 

computational findings, the proposed strategy applied to the 

Montgomery and Shenzhen datasets achieves accuracy rates 

of 97.5 percent and 97.6 percent respectively. 

In 2021Sori et al., [19] designed a denoising first two-

path CNN to reduce the noise in lung CT images. The 

retraining strategy was proposed to overcome the challenges 

brought about by the imbalance in image labels. This model 

diminishes the artifacts from the images by adjusting the 

inconsistent relationships between nodule shape and size, 

balancing the influence of receptive field size. 

In 2015 Miah et al., [20] suggested a two-stage 

technique for detecting lung cancer in its initial stages. The 

segmenting the right and left lungs using a series of 

processes, including edge detection, dilated conversion, and 

image filling. This network was trained with the extracted 

features and it was assessed on both malicious and normal 

images. 150 lung CT scans were used in this testing, and the 

overall accuracy performance was 96.67%. 

In literature review, a several methods for identifying 

lung cancer were centered on single input images and high 

computational costs, limited scalability. Additionally, early-

stage lung cancer often presents subtle symptoms, making 

early detection difficult. To overcome these challenges, a 

novel MLSIA-LC introduce for accurate classification of 

Lung cancer. 

3. PROPOSED METHODOLOGY 

In this research, a novel MLSIA-LC model is proposed 

for classifying the Lung cancer classification from the 

dataset. Figure.1 shows the general process of the proposed 

MLSIA-LC methodology. 



William et al. / IJCBE, 02(1), 24-31, 2024 

 

 
26 

    

 

Figure 1. The Proposed MLSIA-LC method 

3.1 Dataset Description 

The dataset includes 363 cases, each categorized into 

four groups based on histological diagnosis: Radiologists 

marked 29,121 slices as cancerous, with 7894 slices from 

group A, 3116 slices from group B, 1005 slices from group 

E, and 4310 slices from group G. To increase the E group, a 

data augmentation procedure was applied, selecting 16,325 

slices for further processing, with 80% for training and 20% 

for testing. 

3.2 Segmentation 

Processing the raw scan images may not produce 

accurate classifications as they have some noise disturbances 

and also it may not identify the nodule masses present near 

the border of the lung tissue.  

 

Figure 2.  A sample of CT and PET scan images with the segmented lung nodule 
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In this Attention U-Net architecture is used to implement 

the segmentation of PET and CT scan images. Figure 2shows 

a sample of CT and PET scan images with the ground truth 

and segmented lung nodule.   

3.3 Hexagonal pattern Generation 

Hexagonal pattern Generation important to collect more 

detailed information about a definite region by considering 

the hexagonal texture features in addition to the color, shape, 

and size. The flow of hexagonal feature generation is shown 

in Figure. 3 

The pixel values are selected in the clockwise direction. 

If the value of neighbour pixel value is higher than the value 

of centre pixel, then replace the grey-scale value with one or 

else zero. The new pattern generation algorithms were 

covered in more detail in the section that follows. 

 

Figure 3. Hexagonal textural analysis 

3.3.1 Directional Hexagonal Inter Mixed Pattern 

In the DHIMP pattern, consider both CT and PET scan 

images. Every case in the dataset has a CT volume and a PET 

volume, from which we segment the pulmonary nodules. The 

center pixel value is considered from a particular cell in the 

CT image, remaining adjacent left, right, upper, and lower 

values are chosen from the PET images.  

 

Figure 4. Pixel selection in Directional Hexagonal Inter Mixed Pattern 

The clear representation of selecting all the five sets of 

hexagonal bits is shown in Figure.3 As shown in Figure. 4, C 

(x, y) is the center pixels selected from the CT scan images 

and P (x, y) denote the pixels selected from the PET scan 

images. The decimal to binary bit conversion is generally 

expressed as Equation (1)  
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   𝑀𝑀𝐼(𝐺𝑖 , 𝐺𝑐) = {
0 𝐺𝑖 < 𝐺𝑐

1 𝐺𝑖 < 𝐺𝑐
                                           (1) 

Here the converted image is represented as MMI, Gc is 

the center pixel value and Gi is the neighbor pixel values. 

Perform XOR operation on the converted bit values to 

produce partial bits as shown in Equations (2) - (5). The 

partial bits are combination of two opposite directions. ‘⨁’ 

denotes XOR operation.  

[𝑢𝑝𝑙𝑜0 … 𝑢𝑝𝑙𝑜2]  =  [𝑢𝑝0 … 𝑢𝑝2] 

[𝑢𝑝𝑙𝑜0 … 𝑢𝑝𝑙𝑜5]  =  [𝑢𝑝3 … 𝑢𝑝5] ⨁ [𝑙𝑜3 … 𝑙𝑜5]           (2) 

The list ‘𝑢𝑝𝑙𝑜’ is the combination of upper- and lower-

bit values. The first three bits of the list ‘𝑢𝑝𝑙𝑜’ are the first 

three values of the list ‘up’. Follow the same to generate the 

list ‘rile’ for the right and left values as shown in the Equation 

(3).   

[𝑟𝑖𝑙𝑒0 … 𝑟𝑖𝑙𝑒2]  =  [𝑟𝑖0 … 𝑟𝑖2] 

[𝑟𝑖𝑙𝑒3 … 𝑟𝑖𝑙𝑒5]  =  [𝑟𝑖3 … 𝑟𝑖5] ⨁ [𝑙𝑒3 … 𝑙𝑒5]                  (3) 

[𝑙𝑜𝑢𝑝0 … 𝑙𝑜𝑢𝑝2]  =  [𝑙𝑜0 … 𝑙𝑜2] ⨁ [𝑢𝑝0 … 𝑢𝑝2]          (4) 

[𝑙𝑜𝑢𝑝3 … 𝑙𝑜𝑢𝑝5]  =  [𝑙𝑜3 … 𝑙𝑜5]   

The list ‘𝑙𝑜𝑢𝑝’ is the combination of lower- and upper-

bit values. The first three bits in list ‘𝑙𝑜𝑢𝑝’ is first three bits 

of the lower and upper lists. Follow the same steps to 

generate the list ‘leri’ for the left and right pixels as shown in 

the Equation (5).   

[𝑙𝑒𝑟𝑖0 … 𝑙𝑒𝑟𝑖2]  =  [𝑙𝑒0 … 𝑙𝑒2]  ⊕  [𝑟𝑖0 … 𝑟𝑖2] (5) 

[𝑙𝑒𝑟𝑖3 … 𝑙𝑒𝑟𝑖5]  =  [𝑙𝑒3 … 𝑙𝑒5] 

Perform OR operation between the lists ‘𝑢𝑝𝑙𝑜’, ‘𝑙𝑒𝑟𝑖’ to 

generate the six-bit values of first channel (c1) and between 

lists ‘rile’, ‘𝑢𝑝𝑙𝑜’ to generate the second channel (c2) values 

as given in Equations (6) and (7). The centre six-bit values 

are directly provided to the third channel (𝑐𝑒). 

[𝑐1]0
5 = [𝑢𝑝𝑙𝑜]0

5||[𝑙𝑒𝑟𝑖]0
5                                               (6)  

[𝑐2]0
5 = [𝑟𝑖𝑙𝑒]0

5||[𝑙𝑜𝑢𝑝]0
5 (7) 

Generate the decimal value of the channels using 

Equations (8) to (10) 

𝑉𝑐1 = ∑ 𝑐15
𝑖=0 (𝑖) ∗ 2𝑖  (8) 

𝑉𝑐2 = ∑ 𝑐25
𝑖=0 (𝑖) ∗ 2𝑖                                                  (9)                                                            

𝑉𝑐𝑒 = ∑ 𝑐𝑒5
𝑖=0 (𝑖) ∗ 2𝑖 (10) 

Generate the mean value of the pattern using Equation (11) 

𝑀𝑒𝑎𝑛 = (𝑉𝑐1 + 𝑉𝑐2 + 𝑉𝑐𝑒)/3                                   (11)                                                                         

Normalize the obtained pattern by using mean and 

standard deviation value. The normalized pattern is given by  

 

𝑃𝑎𝑡𝑡𝑒𝑟𝑛′ =
𝑃𝑎𝑡𝑡𝑒𝑟𝑛−𝑀𝑒𝑎𝑛

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
 (12)                                                   

Where standard deviation is the difference between 

mean of the squared pattern and square of the mean value. 

Repeat the procedure for all pixels in the input lung nodule 

slices  

3.3.2 Directional Hexagonal Inter-Intra Mixed Pattern 

The DHIIMP pattern follows the same procedure as 

DHIMP, except for selecting adjacent neighboring pixels. 

The center pixel value is chosen from a particular cell in the 

CT image. The remaining left, right, upper, and lower values 

are chosen from the PET and CT images, forming a fused 

pattern.  

 

Figure 5. Pixel selection in Directional Hexagonal Inter-Intra Mixed Pattern 

Figure. 5 clearly shows the selection of all five sets of 

hexagonal bits by fusing the pixels in both PET and CT 

images. From Figure .4, C (x, y) is the center pixels selected 

from the CT scan images and P (x, y) denote the pixels 

selected from the PET scan images. The mixed pattern 

obtained covers the edge pixels, which may have the 

important information about the malignancy which is often 

missed by other pattern generators. 
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3.4 Mlsia Network Model This section clearly explains the multi-level self and 

inter-attention (MLSIA) network model, which effectively 

classifies lung cancer into four categories.  

 

Figure 6. Multi-Level Self Attention-Inter Attention network model 

The network model has three parallelly connected 

network architectures; each network gets a different texture 

pattern as input. A clear representation of MLSIA network is 

given in Figure 6. The network model consists of three 

parallelly connected architectures, each having two levels of 

ML Net and SA Net followed by the Inter Attention levels. 

4 RESULT AND CONCLUSION 
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This section briefly discusses about results obtained by 

the MLSIA network model with the DHMP, DHIMP, and 

DHIIMP pattern generation algorithms. We also compare the 

results of both the MLSA and MLSIA network model with 

the PET and CT scan images. 

4.1 Performance analysis 

The performance of the MLSA and MLSIA classifiers 

are analyzed based on the performance metrics like accuracy, 

precision, recall, and Fl score. Table .1 shows the comparison 

between the MLSA network model with DHMP, and the 

proposed model MLSIA with DHIMP and DHIIMP patterns. 

Here, the MLSIA network model with DHIIMP texture 

pattern has achieved good results on Lung-PET-CT-DX 

TCIA database. 

 

Figure 7. Graphical representation of accuracy measure for 

proposed classification models 

               Figure.7 depicts the recall measure comparison 

of proposed classification models by using PET and CT 

images. From this comparison, the recall achieved by 

MLSIA-LC is 88.4% for PET images and 89.2% for CT 

images. Moreover, the MLSIA-LC models attain the recall 

range of 90% and 91.5% respectively. MLSIA-LC models 

performs better than the MLSIA-LC model in terms recall 

measure. The MLSIA-LC improves the overall precision of 

1.6% better than MLSIA-LC model. 

4.2 Comparative analysis 

The proposed MLSIA-LC method's accuracy and 

efficiency were demonstrated by comparing it to other 

methods that are existing in use. Accuracy, precision, F1 

score, and recall measures are employed to assess the 

proposed approach's efficacy. The accuracy rate indicates 

that the proposed approach is more accurate than existing 

approaches.  

Table 1. Comparison of the performance between MLSA 

and MLSIA network models 

Methodolog

y 

Accurac

y 

Precisio

n 

Recal

l 

F1scor

e 

MLSIA-LC 

for PET 

images 90.0 85.2 88.4 86.8 

MLSIA-LC 

for CT 

images 90.5 85.9 89.2 87.5 

MLSIA with 

DHIMP 91.0 87.1 90.0 88.5 

MLSIA with 

DHIIMP 92.1 88.5 91.5 90.0 

 

The accuracy of the MLSIA with DHIIMP pattern is 

92% which is 2% more than the MLSA with DHMP pattern 

and 1% high than the MLSIA with the DHIMP pattern. And 

also, MLSIA with DHIIMP has achieved a F1 Score of 90% 

which is 2.5% more than that of MLSIA with DHIMP. This 

shows that, inter and intra mixing of patterns obtained by 

combining PET and CT in all the directions has enhanced the 

performance of MLSIA network model.   

5. CONCLUSION 

In this research, a novel MLSIA-LC model is proposed 

for the classification of Lung cancer. Initially, the LC-input 

images CT and PET are fed in to Attention U-Net to segment 

lung nodules. Advanced texture patterns, namely Directional 

Hexagonal Inter Mixed Pattern (DHIMP) and Directional 

Hexagonal Inter-Intra Mixed Pattern (DHIIMP), are 

extracted from segmented regions to capture unique spatial 

features from both CT and PET images. These patterns are 

fed into a parallel network architecture comprising three 

pathways, each with two levels of Multi-Level Self-Attention 

(MLSA) networks and Inter-Attention layers, followed by 

dropout mechanisms to enhance feature. The experimental 

results of MLSIA-LC network achieves higher classification 

performance compared to existing methods, particularly with 

the DHIIMP texture pattern. The proposed model achieved 

an accuracy of 92.1% and an F1 score of 90%, outperform 

effectively leveraging inter- and intra-pattern information. 

Future work will focus on integrating multi-modal data, such 

as genomic profiles and clinical records, with imaging 

techniques to enhance classification accuracy and enable 

personalized lung cancer treatment. Additionally, real-time 

deployment of the model in clinical settings will be explored 
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